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The Eighth EEEIC International Conference on Environment and Electrical 

Engineering, Karpacz, 10-13 May 2009 

 

EEEIC 2009 
 

 

Welcome from the Conference Chair 

In the time of increased awareness about the environment problems by the public opinion and 

intensive international effort to reduce emissions of greenhouse gases, as well increase of the 

generation of electrical energy to facilitate industrial growth, the conference offers broad 

contribution towards achieving the goals of diversification and sustainable development. 

The scope of the Conference is to promote a Forum, where people involved with electrical power 

systems may exchange their experiences and present solutions found for actual and future 

problems. The conference offers prominent academics and industrial practitioners from all over 

the world the forum for discussion about the future of electrical energy and environmental issues 

and presents a base for identifying directions for continuation of research. 

This year, the organizers from Wroclaw University of Technology and Brandenburg Technical 

University received strong support from our new partners: Technical University of Ostrava 

(Czech Republic), Technical University of Kosice (Slovakia) and Carlos III University of Madrid 

(Spain). We gratefully acknowledge the support from sponsors. 

The renewed interest in electrical engineering and energy topics in general contributes to the 

revival of the industry and encourages us to announce the next EEEIC 2010 Conference which 

will be held in May 2010 in Prague (Czech Republic). 

 

      Harald Schwarz 

BTU Cottbus (Germany) 
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Abstract—precise computation of current components is 

a key prerequisite for reliable assessment of power quality. 

Especially in networks with wind generation we may 

observe increased number of possible disturbing 

phenomena. This paper presents an approach to accurate 

computation of currents components with two similar 

parametric methods based on singular value decomposition 

(SVD) and Prony model. Those methods seem to be 

applicable for the detection of non integer multiples of the 

main frequency in decaying signals. Results of both methods 

have been compared and evaluated. with respect to 

traditional Fourier approach. 

 
Index Terms—power quality, transients, SVD, Prony 

method. 

I.  INTRODUCTION 

The widespread implementation of wind energy 

conversion systems is a reality. Wind is seen as a clean 

and renewable energy source, so the development of wind 

generation technologies is welcomed and supported by 

ecologists and governments. In the next years we will 

have even more generator units connected to the grid [1]. 

Wind turbines, despite of their advanced control 

systems and power electronic converters, influence in 

many different aspects the electrical system they are 

connected to [2, 3]. So far, the electrical distribution 

networks were designed and operated under the 

assumption of centralized generation and an energy flow 

from the substation to the consumer. It is no more the 

case [3, 4]. The connection of wind generators could lead 

to many disturbances, such as: voltage fluctuations, 

flickers, harmonics, instability, blind power regulation 

problems, and transients [10]. Power quality issues 

connected with wind generation are not only important 

because of technical aspects, they are also crucial on the 

free energy market. 

 

There are at least three main wind generators 

structures, which can be easily pointed out [4]. The 

simplest and previously popular is the squirrel-cage 

induction generator connected directly to the grid. 

Usually, that type of turbines has a fixed pitch of turbine 

blades. Second is the doubly-fed induction generator. The 

stator winding of this generator is coupled with the 

                                                           
 

system grid, and the rotor winding is connected to a 

voltage-source converter. The converter adjusts the 

frequency of the rotor feeding current in order to enable 

variable speed operation. The wind generator operates in 

wide spectrum of wind speeds and has lower impact on 

the grid, but the investment costs are higher. The third 

structure of wind generation unit has a synchronous 

machine. The rotating shaft and generator are coupled 

directly without gear box. That generators type requires a 

back-to-back converter for the grid connection, but it can 

be operated in wide wind change range. Additionally, 

voltage, active and reactive power can be controlled, as in 

double feed induction generator. 

 

Many of the wind energy converters installed today 

still have a squirrel-cage induction machine connected 

directly to the grid [6, 7]. This type of the generator 

cannot perform voltage control and it absorbs reactive 

power from the grid. Phase compensating capacitors are 

usually directly connected. That type of wind turbine is 

cheap and robust and therefore popular, but from the 

system analysis point of view it has some drawbacks [4]. 

 

An important disadvantage is that during the switching 

of the phase compensating capacitors, transients occur 

[7], which can be disturbing for sensitive equipment, 

protection relays and insulation. Also the impact on 

power quality indices can not be neglected [5, 10].  

Transient overvoltages can theoretically reach peak 

values up to 2.0 pu. High current transients can reach 

values up to ten times the nominal capacitor current with 

a duration of several milliseconds [8]. 

 

The purpose of this paper is the assessment of 

transients in electrical system for wind turbines equipped 

with an asynchronous generator. A wind energy converter 

connected to a distribution system was modeled in 

Matlab SimPowerSystemsTolbox [9].  

 

The Prony model and SVD method were considered as 

appropriate tools for the parameters estimation of 

transients. The analysis was carried out for different 

operation conditions of the wind energy converter. 

Disturbances correlated to  compensation of 

reactive power in system with wind generation –

estimation of transient components’ parameters 
P. Janik, Z. Leonowicz, J. Rezmer, P. Ruczewski, Z. Waclawek, H. Amaris*, C. Ortega* 

Wroclaw University of Technology, Wybrzeże Wyspiańskiego 27, 50-370 Wrocław (Poland) 

Electrical Engineering Dep., Universidad Carlos III de Madrid, Av. de la Universidad 30, 28911 Leganés Madrid (Spain) 
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II.  COMPUTATIONAL METHOD FOR SPECTRUM 

ESTIMATION BASED ON SINGULAR VALUE 

DECOMPOSITION (SVD) 

The proposed method, based on Singular Value 

Decomposition (SVD) [14, 15, 16], is a technique for 

modeling sampled data as a linear combination of 

exponentials. 

Accordingly, the signal ( )x t  can be described 

mathematically as a sum of 	 exponential components: 

1 2
1 2

( ) ... 	s t s t s t

	x t A e A e A e= + + +      (1) 

where: A - signal amplitude, s jα ω= + - complex 

frequency. 

For practical reasons we consider only digital signals, 

sampled with the interval T  

[ ]t nT=                 (2) 

The signal samples are given by 

1 2
1 2

1 1 2 2

( ) ( ) ... ( )

...

	s T s T s Tn n n
n 	

n n n
	 	

x A e A e A e

A z A z A z

= + + + =

+ + +
 (3) 

The practical realization of the proposed method 

imposes designing of a digital filter with finite impulse 

response (FIR). This filter (Fig. 1) should block all signal 

components. The filter transmittance in general form is 

given by 
1 2

1 2( ) 1 ... 	
	H z h z h z h z− − −= + + + +      (4) 

 

H(z)
x
n

y
n

 
Fig. 1.  Basic digital filter scheme as a practical realization of proposed 

analysis method 

 

The filter response is given by 

Y(z) H(z) X(z)= ⋅            (5) 

The blocking property of the considered filter results 

in 

1 1 2 2 0
... 0

0   

	 	 		 	

n

y x h x h x h x

y for n 	
− −= + + + + =

= ≥
  (6) 

Equation (6) can also be written in a practice relevant 

matrix form 

1 0

2 1

N 1 N 2

N N 1 N 2 1N N 1

x x0 1 0 0

x x0 0 1 0

x x0 0 0 1

h h h hx x

− −

− − −

= …

− − − −

    
    
    
    
    
    
        

L

L

M ML L L L

L

L

 (7) 

or 

1 0=x Sx             (8) 

Generally, the realization of proposed method implies 

using M-column matrices instead of one column vectors 

of input signal samples xn. 

(M) (M)

1 0=X SX           (9) 

The construction of the 
(M)

1X matrix is given in (10). 

The 
(M)

0X  matrix is constructed in a similar manner. 

1 2 3 M 1 M

2 3 4 M M 1

3 4 5 M 1 M 2(M)

1

N 1 N N 1 N M 3 N M 2

N N 1 N 2 N M 2 N M 1

x x x x x

x x x x x

x x x x x

x x x x x

x x x x x

−

+

+ +

− + + − + −

+ + + − + −

=

 
 
 
 
 
 
 
 
 

X

L

L

L

L L L L L L

L

L

 (10) 

Similarly, equation (3) can also be given in a modified 

matrix form 

1 0=x W ZA            (11) 

where 

1 1 1 1 1

2 2 2 2 2

1 2 3 N 1 N

0

N 2 N 2 N 2 N 2 N 2

1 2 3 N 1 N

N 1 N 1 N 1 N 1 N 1

1 2 3 N 1 N

1 1 1 1 1

z z z z z

z z z z z

z z z z z

z z z z z

−

− − − − −
−

− − − − −
−

 
 
 
 

=  
 
 
 
  

W

L

L

L

L L L L L L

L

L

 (12) 

 

1

2

3

N 1

N

z 0 0 0 0

0 z 0 0 0

0 0 z 0 0

0 0 0 z 0

0 0 0 0 z

−

 
 
 
 

=  
 
 
 
  

Z

L

L

L

L L L L L L

L

L

   (13) 

 

[ ]1 2 N-1 N
A A … A A

T
=A      (14) 

Considering (8) and (11) the following equation can 

be formulated 

0 0=W ZA SW A           (15) 

finally 
1

0 0
−=S W ZW            (16) 

The latest equations shows, that 
1 2 3
, , ,...,  

	
z z z z are the 

eigenvalues of the matrix S . 

Regarding (9) the matrix Smay be calculated 
(M) (M)T (M) (M)T 1
1 0 0 0( )−=S X X X X    (17) 

Knowing the 
1 2 3
, , ,...,  

	
z z z z  values the complex 

frequencies (3) 
1 2 3
, , ,...,  s

	
s s s  may be easily calculated. 

Similarly the values of amplitudes 
1 2 3
, , ,...,  A

	
A A A  may 

be derived from (11). 
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III.  PRONY MODEL APPLIED FOR COMPUTATION OF 

SPECTRAL COMPONENTS IN SIGNALS 

The Prony method is a technique for modeling 

sampled data as a linear combination of exponential 

functions [8]. Although it is not a spectral estimation 

technique, the Prony method has a close relationship to 

the least squares linear prediction algorithms used for AR 

and ARMA parameter estimation. Prony method seeks to 

fit a deterministic exponential model to the data in 

contrast to AR and ARMA methods that seek to fit a 

random model to the second-order data statistics. 

Assuming 	 complex data samples, the investigated 

function can be approximated by p exponential functions: 
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where 

1,2,...,n 	= ,  pT  - sampling period,  kA  - amplitude, 

kα  - damping factor, kω  - angular velocity, kψ  - initial 

phase. 

The discrete-time function may be concisely expressed 

in the form 
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where 

kj
k kh A e

ψ= ,      
( )k k pj T

kz e
α ω+=  

The estimation problem is based on the minimization 

of the squared error over the N data values 
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where 
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This turns out to be a difficult nonlinear problem. It 

can be solved using the Prony method, that utilizes linear 

equation solutions. 

If as many data samples are used as there are 

exponential parameters, then an exact exponential fit to 

the data can be made. 

Consider the p-exponent discrete-time function: 
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The p equations of (5) may be expressed in matrix 

from as: 
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The matrix equation represents a set of linear 

equations that can be solved for the unknown vector of 

amplitudes. 

Prony proposed to define the polynomial that has the 

exponents as its roots: 
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The polynomial may be represented as the sum: 
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Shifting the index on (5) from n to n-m and 

multiplying by the parameter a[m] yield: 
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Equation (9) can be modified into: 
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The right-hand summation in (10) may be recognized 

as a polynomial defined by (8), evaluated at each of its 

roots yielding the zero result: 
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− =∑          (28) 

The equation can be solved for the polynomial 

coefficients. In the second step the roots of the 

polynomial defined by (8) can be calculated. The 

damping factors and sinusoidal frequencies may be 

determined from the roots kz . 

For practical situations, the number of data points 	 

usually exceeds the minimum number needed to fit a 

model of exponentials, i.e. 2	 p> . In the over 

determined data case, the linear equation (11) should be 

modified to: 

[ ] [ ]
0
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The estimation problem is based on the minimization 

of the total squared error: 
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IV.  SIMULATION OF SYSTEM WITH INDUCTION 

GENERATOR AND CAPACITORS 

The wind generator with compensating capacitors is 

shown in Fig.2. The simulation was done in Matlab using 

the SimPowerSystem Toolbox [9].  
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Fig. 2.  Induction generator with compensating capacitors. 

 

A wind turbine generates power and accordingly a 

mechanical torque on the rotating shaft, while the 

electrical machine produce an opposing electromagnetic 

torque [4]. In steady state operation, the mechanical 

torque is converted to real electrical power and delivered 

to the grid. The power generated by the wind turbine is 

[4, 6] 

31

2
pP AC Vρ=  (31) 

and the torque can be found as 

s

P
T

ω
=  (32) 

where ρ  - density of air, A  - swept area of the blade, 

pC  - performance coefficient, V  - wind speed, T  

mechanical torque, P  - output power of the turbine, sω  

rotor speed of the turbine. At the constant wind speed, the 

pC  coefficient depends on the rotor speed sω  and pitch 

angle and is often presented in a table form [10]. The 

turbine characteristic used in simulation is shown in 

Fig. 3. 
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Fig. 3.  Induction generator output power vs. angular velocity 

 

The pitch control dynamic can be neglected in power 

system transient analysis [6]. The simulated generator is a 

150 kW, 400 V, 1487 rpm, induction machine. It is 

connected to the grid through a Dyg 25/0.4 kV 

distribution transformer which nominal power was varied 

between 0.5 and 2 MW during the research process and 

other parameters were set with accordance to [11]. A 

typical 5 km overhead line [11] connected the generator 

to a system. The system was represented by equivalent 

source with short circuit capacity of 100 MVA and X/R 

ratio of 7. The induction generator reactive power 

demand varies with the produced real power [10]. During 

the research different compensation levels were 

simulated. Simulation results correlate with measured 

values [7]. 

V.  RESULTS OF SIGNAL ANALYSIS 

The capacitors indicated in Fig. 2 were build as a bank 

of separately closed units, what is close to practice [7]. In 

this practical case two-stage phase-compensating 

capacitors were connected at the wind turbines. One 

small (C1=0.5 mF), for low rotor speed and both (C1+ 

C2=1.7 mF), when the wind turbines operated at higher 

rotor speed.  

Transients occurring during switching of the capacitor 

bank are shown in Fig. 4. Clearly visible are two stages 

of switching.  
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Fig. 4. Currents during two steps of capacitor closing – one phase. 

 

A.  Disturbances due to first capacitor switching 

 

The analysis of transients after the first capacitor are 

analyzed in this chapter. More detailed waveform of the 

current is shown in Fig. 5.  
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Fig. 5. Transient current during the first step of capacitor closing.  

 

Fourier analysis indicated two spectral components 

(Fig. 6). However, the computation of amplitude of a 

decaying component is not accurate using Fourier.  
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Fig. 6.  Fourier transform of the current during first capacitor closing 

 

Therefore Prony and SVD approach were used to 

compute detailed signal parameters. 
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Fig. 7.  First component in the current, reconstructed with Prony method 

 

Fig. 7 and 8 depict the main 50 Hz current component 

and the switching transient reconstructed with parameters 

given by Prony model.  
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Fig. 8.  Second component in the current, reconstructed with Prony 

method.  
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Fig. 9.  Two spectral components computed with SVD method 

 

Similar results have been achieved with SVD. 

Frequencies indicated by Prony are shown in Fig. 9. 

Detailed information of the first and second signal 

component obtained with Prony and SVD model are 

given in Table I. The information includes the values of 

amplitude – A, decaying time constant –τ, frequency – f, 

and initial phase – ψ. 
TABLE I 

CURRENT COMPONENTS AFTER FIRST CAPACITOR SWITCHING 

 

B.  Disturbances due to second capacitor switching 

 

Similar procedure was applied for the transient current 

after closing of the second capacitor (Fig. 10). 
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Fig. 10.  Current after second capacitor closing  

 

 

Signal com. 

[,o.] 

I 

[A] 
ττττ 
[s] 

f 

[Hz] 
ψψψψ 
[rd] 

Prony 

1. 162.9 -- 49.86 0.87 

2. 2225 0.004 592.2 1.5 

SVD 

1. 164,7 -- 49.43 0.90 

2. 2128,9 0.004 588,2 1.52 
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Fig. 11.  Fourier transform of the current during second capacitor 

closing 

 

Fourier transform (Fig. 11) of the current in Fig 10 

indicates three components.  
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Fig. 12.  First component in the current, reconstructed with Prony 

method 

Fig. 13, 13 and 14 depicts the three components given 

by the Prony model.  
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Fig. 13.  Second component in the current, reconstructed with Prony 

method.  
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Fig. 14.  Second component in the current, reconstructed with Prony 

method.  

 

Similar results were obtained with SVD method (Fig. 15). 
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Fig. 15.  Three spectral components computed with SVD method 

 

Detailed information of the three components obtaiend 

with SVD and Prony method is given in Table II. The 

information includes the values of amplitude – A, 

decaying time constant –τ, frequency – f, and initial 

phase – ψ. 

 

 

 

 

 

 

 

 

 

Signal com. 

[,o.] 

I 

[A] 
ττττ 
[s] 

f 

[Hz] 
ψψψψ 
[rd] 

Prony 

1. 51.21 -- 50.97 0.75 

2. 13.84 0.44 349.2 0.30 

3. 831.0 0.004 519.2 1.91 

SVD 

1. 48.85 -- 50.45 0.76 

2. 12.08 0.47 352,11 0.32 

3. 736,8 0.004 512.27 2.01 
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VI.  CONCLUSIONS 

The research results show, that the Prony model and 

SVD method are useful for transient estimation in 

systems with wind generators and compensating 

capacitors. Those methods enabled accurate estimation of 

amplitude, time constant, phase and frequency of 

transients’ components of simulated signals. The current 

waveform and its parameters depend on the capacitor to 

be switched. Those dependences could be observed 

during simulation. 

Application of both Prony Model and SVD method 

required a signal model. Fourier transform, as non 

parametric method, did not require a signal model or even 

the number of components, but could not compute signal 

parameters besides frequency. Two signal components 

were predefined, so the rest was considered noise.  

The order of the signal model could be easily extended 

to detect additional components. Both methods delivered 

similar results, however, application of Prony model 

seems more suitable for estimation of signal parameters. 
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Abstract-Power Quality (PQ) measurements for low voltage 

(LV) customers, domestic and business, have been carried out in 
order to detect the behaviour of the electric net over time and the 
quality of the electric energy being bought. In order to measure 
PQ parameters, we realized an instrument based on web server 
personal computers, which are common in office or in domestic 
environment. This allows us to conjugate the high PC calculus 
capability with the possibility to send data via internet to a central 
server; moreover, the use of the existing hardware infrastructure 
makes the instruments extremely cheap.  

I. INTRODUCTION 

With the constant rise of raw materials’ prices and the 
consequent increase of the power supply purchase costs, the 
necessity to evaluate the quality of this good is becoming more 
and more important[1,2,3]. In fact, the low prices of the power 
supply have, in the recent past, discouraged PQ analyses 
leaving them only to professionals and experts that normally 
work in the research environment. In the electrical market, only 
big companies have specialists, the energy managers, able to 
buy the energy needed for the proper functioning of business [4] 
with the idea to try to make the costs, related to consumptions, 
matched with the quality of the energy purchased. Anyway the 
absence of continuative measurements carried out on the 
electrical net makes impossible to evaluate the quality of 
electrical energy, forcing the companies to adopt alternative 
solutions to compensate the possible lack of quality. It is the 
case of big companies like Telecom Italia that, in order to 
assure the continuity of the service, adopts complex and 
redundant electric plants, but also of LV customers that, for 
example, use UPS connected to their PCs. This is reflected into 
additional costs which are almost exclusively covered by the 
customers[5].  

LV customers are particularly affected by this problem: both 
because their little commercial dimensions lower their 
capability to bargain over the price of power supply and, above 
all because they cannot fully realize their needs and 
expectations towards this good. This incapacity is strictly due 
to the “lack of knowledge” of the electrical energy since we do 
not have biological sensors and so we have big difficulties to 
estimate it [6]. 

To compensate this situation the first thing to do is 
constantly measuring the electrical net evaluating the PQ 
parameters. Currently this is difficult to obtain because of the 
high costs of high accuracy PQ analyzers [7].  

In this article we propose the results of a first measurements 
campaign in the Rome area realized by means of instruments 
distributed over the territory, inserted in LV plant, with the aim 
to analyze the PQ parameters of power supply for LV 
customers. After a discussion regarding the design choices for 
the instrument, we will show the first monitoring results. 
 

II. THE LOCAL INSTRUMENT 

The instruments are conceived to be cheap with the idea to 
be easily placed in the final customers’ site in order to realize a 
net more and more widespread. The peculiarity of this 
instrument is the exploitation of an already existent web 
architecture for other aims. In fact, inside offices, shops or 
houses, LV customers do own servers, which are always active 
and constantly connected to the internet. We thought of using 
the high calculus capability of these PCs, often not adequately 
exploited, to locally elaborate the electrical energy samples 
coming from an analogical interface connected to the PC audio 
card that acts as an A/D card. After the data acquisition and 
elaboration, the results are sent to a central server placed at the 
University of Roma Tre. Using existing PCs, it is obvious that 
the costs are reduced, as compared to the analogical interface 
and to the set up procedure.  

Currently, the local instrument is composed of three 
principal parts: 
• a PC, which the customers already own and often used for 

other aims; for example as web server or net data storage 
system, always switched on and always connected to the 
internet with an ADSL line; 

• an analogical interface with sensors for current e and 
voltage connected to the stereo “line in” of the PC audio 
card; 

• the software capable of analyzing PQ parameters. 

A. The PC and the Audio Card Calibration 
It is not important the model of the PC, the only significant 

element is that it must have an audio card. Therefore, it is 
necessary, to characterize some important parameters as Rin 
and the maximum input voltage and calibrate it, to verify its 
transfer function and, in case it is necessary, equalize it by 
software. 

A preventive calibration of the instrumentation, necessary to 
characterize the audio card, it is also necessary. We used a 
Yokogawa FG120[8] function generator calibrated, both in 
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amplitude and in frequency, in a specialized Anritsu laboratory 
certified by the Italian Calibration System. For the first we 
connected the function generator to a digital multimeter Fluke 
8840A[9] with true RMS option and to a Lecroy Waverunner 
LT342[10] oscilloscope to verify if the Yokogawa fixed VPP 
sinusoidal waves output would be constant in the time. By this 
test we verified that the function generator gives voltage linear 
values. For the frequency calibration we used an Anritsu 
MS2691A[11] spectrum analyzer. Thanks the “flatness 
function”, it is possible to record and to show a frequency array 
spaced of 50 Hz starting from 50 Hz up to 1500 Hz and pre 
fixed on the function generator.  

Figures 1a and 1b show the calibration bench and the linear 
response of the Yokogawa on the oscilloscope monitor. 

 
 
 
 

 
 
 
 
 
 
              a                                                             b 
Figure 1. Calibration instrumentations bench (a) and the response of the 

Yokogawa FG120 function generator (b). 

The function generator low secondary harmonics emissions 
are reported in table 1 for a fundamental of 50 Hz: 

TABLE I 
SECONDARY HARMONICS EMISSION FOR YOKOGAWA FG120 

Frequency 
50 Hz 

fundamental 100 Hz 500 Hz 1 kHz 1.5 kHz 

Amplitude 0 dB reference 
amplitude -73 dB -80 dB -82 dB -85 dB 

 

After the function generator calibration we determined the 
audio card characteristics that are summarized in table 2 for the 
first PC. 

TABLE II 
AUDIO CARD CHARACTERISTICS 

No distortion 
input dynamic 

Nominal 
input voltage 

Input 
Resistance 

Low cut off 
frequency Crosstalk 

Vmax = 2.8 VPP  
[@ 1 kHz] Vn = 2 VPP Rin =10 kΩ 17 Hz none 

 

The first step has been to determine the input impedance of 
the line-in building a measurement circuit by the following 
electric scheme (Fig. 2). 

 
 
 
 
 

 

Figure 2. Measurement circuit to determine the audio card input impedance. 
  

Applying a voltage reference of 1 V coming from the 
function generator and using a measurement resistance of 5 kΩ 
(±0.1%), we measured a voltage of 5.80 mV on the digital 
multimeter. Using this it is possible to determine the current 
that flows on the resistor equal to 1.16 mA and so the Rin equal  

to: Rin = 11.8 mV/1.16 µA = 10.17 kW.
 The procedure has been executed for both channels leaving 

without load the channel not analyzed. 
After that, to determine possible crosstalk phenomena 

between the two input channels, we used a 1 kΩ resistor on the 
channel previously left idle, observing if on the other channel 
was induced interference. Repeated this procedure for both 
channels we analyzed the data by an FFT don’t checking 
interference. 

Then we verified the input stage dynamic characterizing the 
maximum input voltage to avoid saturation phenomena. We 
fixed the Yokogawa sinusoidal output voltage to a frequency of 
1 kHz and a incremental amplitude started from 0.2 VPP up to 
the saturation limit characterized at 2.8 VPP. After this limit the 
card saturates and distortion phenomena start to appear. 

Another test allows us to determine the audio card low cut 
off frequency: fixing the Yokogawa output voltage to a value 
of 2 VPP we varied the frequency decreasing it starting from a 
value of 1024 Hz up to 2 Hz. Fig. 3 shows that the low cut off 
frequency is equal to 17 Hz (-3 dB) while to 50 Hz we have -1 
dB. Fig. 3 shows the audio card low frequency response. 

 

 
 
 
 
 
 
 

Figure 3. Audio card frequency characteristic. 
 

The latter test allows verifying the real sampling frequency 
used by the audio card (nominally 8 ksamples/s). We used the 
Yokogawa FG120 function generator to record in one second a 
sinusoidal signal of 50 Hz, counting how many samples were 
contained in ten periods. This procedure permits to determine 
the exact sampling time to be correctly taken in account in 
DFT.  

B. The Analog Interface 
We used, as voltage sensor, a transformer LEM LV 25-P[12] 

while, as current sensor, a current transformer LA 55-P[13] 
both suited for electronic measurements of DC and AC 
voltages.  
  
 
 
 
 
 
 
 
 

 

Figure 4. Analogical interface circuit. 
 

The first shows a bandwidth of 0 ÷ 40 kHz while the second 
0 ÷ 200 kHz. They are  active sensors and need a supply of  ± 5  

Frequency Hz dB

Low pass frequency: 17 Hz

USB

Stereo socket  
for Audio Card 

connection 

Current sensor
LA 55-P 

Voltage sensor
LV 25-P 

Lecroy LT342 

Domestic 
electric 
socket 
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V, carried out by a DC/DC integrated converter fed through the 
USB port of the PC. Every sensor is connected to a channel of 
the stereo socket of audio card by a stereo jack. In Fig. 4 is 
shown the analog interface inserted in a proper box. 

  

C. The Software 
Exploiting the Windows DLL[15], in particular the 

“winmm.dll”, it is possible to manage the audio card to acquire 
data from the line-in. The software, developed in Visual Basic 
6.0[16], allows us to choose the sampling frequency, to acquire 
data for a prefixed time window and to elaborate the data by a 
DFT algorithm. To not overload the server and so to better 
menage the acquisition with the server activities of the PCs, we 
decided to acquire 1 buffer every ten seconds. Each buffer is 
composed by 8,192 samples obtained at a sampled frequency 
of 8 kHz, frequency standard previewed by the acquire card, 
for a total acquisition time equal to 1.024 s. After the 
acquisition the software elaborates the data and the next 
acquisition starts for 10 s after the previous. With this 
temporization the principal activities of the server is not limited. 

The software gives us the frequency of the fundamental and 
of the harmonics with a resolution of 0.1 Hz and with an 
accuracy, joined to the previous audio card sample rate 
calibration, equal to ±20 ppm. It gives the true RMS value of 
Voltage and Current with accuracies of ±0.2% and ±0.5% 
respectively joined with the multimeter used during the 
calibration. Moreover it gives the percentage of harmonics up 
to 24th respected the fundamental (THD) both for current and 
voltage, Apparent, Active, Reactive and Deforming Power.  

If the software doesn’t identify an exceeding of norm 
limits[14] for also only one of the analyzed parameters, the 
samples are immediately deleted and the software records the 
values of the parameters in a file with date and time. 

Otherwise, if the norm limits are exceeded, the software 
saves also a second file with the series of the samples acquired. 
In this way, it is possible to verify the samples to establish 
what problem has been occurred during the acquisition.  

During the program debugging, it has been useful to have a 
visualization section of the program to check the exactness of 
the data elaboration and to facilitate the visualization of the 
harmonics level. Fig. 5 shows the visualization section of the 
program. This section is deactivated in the normal acquisition 
process. 

 

 
 
 

 
 
 
 
 
 
 

 
 

Figure 5. Graphic section of the software.  

III. EARLY RESULTS 

At the moment, two instruments are 
active, placed in two different parts of 
Roma: at Roma Tre University and in 
an house in Torvaianica in the south 
part of the city (respectively star and 
square on the map of Fig. 6) where the 
PCs are normally used also as server. 
In the first case the load is the PC 
itself, in the second case, the analogic 
interface is connected to a multiple 
socket connected to an A++ efficiency 
energy class refrigerant and an electric 
oven. There are no differences in the 
electrical energy supply, in fact both 
the buildings are simply connected to 
the main without specific dedicated 
lines. We acquired data for 10 days 
and the results of our analysis are following synthesized. In the 
first case the RMS average voltage is 217 V with a standard 
deviation of 1.095 V and it never exceed the limit. Being the 
PC a no linear load it hasn’t significant to talk about power, 
instead it is very interesting to see the current input due to its 
PWM supplier. The next graph shows the voltage and current 
trend for this load and it has been almost always the same in 
these ten days. 
 

 
 
 
 
 
 
 
 

 

 
 

Figure 7. Voltage and Current trend for a PC load.  
 

How it can be seen, the voltage waveform is not a perfect 
sine wave, but it is significantly distorted. This is clearly due to 
the kind of loads inside the University that are mainly no linear 
as computers and instrumentations. 

 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 8. Active, Reactive and Apparent trend for three days (15-18/02/2009) 
of the second site.  
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For the second site the RMS average value is 238 V with a 
standard deviation of 2.2 V and it exceeds the limit of 2.2%. In 
this case the type of load makes extremely interesting the 
power analyses. Fig. 8 shows the Active, Reactive and 
Apparent Power of data acquired by the instrument during 
three normal working days (15-18/02/2009).  

It is possible to know the asynchronous activations and the 
deactivations of the refrigerant and sometimes the activations 
and the deactivations of the oven. In case of activation of the 
only refrigerant the power factor has an average value of 0.78. 
At the start of the activation, the apparent power reaches a peak 
of 1.6 kVA. The contribution of the electric oven is almost 
exclusively active power with a value of about 800 W and, 
consequently, the power factor is practically equal to 1. 

In both cases the frequency and the THD are below the norm 
limits.  

Table 3 shows, respectively for the two sites, how many 
times, expresses in percentage respect the total number of 
acquisitions, the nth harmonic exceeds the norm’s limit, the 
average value respect the fundamental and the correspondent 
standard deviation. As it is possible to see in the first case, the 
level of the second harmonic often exceeds the limit. In the 
second site, cause the high level of the fundamental, the 
harmonics exceeds the limits few times than the first site. 

 
 

TABLE III 
HARMONIC DISTORTION TREND FOR UNIVERSITY (A) AND TORVAIANICA (B) 

SITES 

Out of Limits % 
Average % compared 
the fundamental value 

Standard 
Deviation (V) 

Harmonics 
Order 

(A) (B) (A) (B) (A) (B) 
2nd 12.288 0.992 1.358 0.6993 0.601 0.363 
3rd 0.004 0 1.584 0.4595 0.258 0.243 
4th 0.004 0.036 0.222 0.2903 0.136 0.158 
5th 0 0 1.104 1.5573 0.239 0.392 
6th 0.013 0.4755 0.134 0.1618 0.072 0.103 
7th 0.004 0 1.309 0.3813 0.220 0.178 
8th 0.004 0.0011 0.111 0.1176 0.060 0.078 
9th 0.477 0 0.946 0.2388 0.191 0.111 
10th 0.004 0 0.109 0.0990 0.055 0.061 
11th 0 0 0.945 0.1366 0.191 0.073 
12th 0.009 0 0.085 0.0856 0.042 0.0449 
13th 0 0 0.795 0.1093 0.207 0.060 
14th 0.004 0 0.065 0.0757 0.036 0.042 
15th 0.319 0.0119 0.290 0.1611 0.095 0.088 
16th 0.004 0 0.075 0.0668 0.040 0.039 
17th 0.004 0 0.229 0.0926 0.085 0.050 
18th 0.004 0 0.059 0.0572 0.028 0.03 
19th 0 0 0.138 0.0712 0.060 0.039 
20th 0.004 0 0.048 0.0499 0.025 0.030 
21rt 0.004 0 0.539 0.0687 0.028 0.036 
22nd 0.004 0 0.049 0.0444 0.032 0.030 
23rd 0 0 0.049 0.0575 0.025 0.032 
24th 0.004 0 0.046 0.0408 0.022 0.026 

How it could be expected, due to the non linear loads present, 
the THD of the University site is higher than the second site. 
The 2nd harmonic overshoots more often than the others 
because the instrument site is close to a mechanic laboratory 
running an old 1,5 kVA power drill that uses a direct current 
brake for its AC motor. This brake uses a half-wave rectifier 
that produces this type of distortion.  

 
IV. CONCLUSIONS 

Both cause the increase of energy costs and a more high 
sensibility towards energy problems, mainly linked with the 
possible saving in case of anticipate breaking of electrical 
devices , the needs to control and verify the quality of electrical 
energy is more and more pressing. 

In this article we presented a new instrument based on an 
analogical self made interface connected between the mono 
phase LV main and the PC audio card. 

The instrument exploits the big calculus capacity of PC so 
allowing an easy elaboration of the samples and an easy 
memorization of the power quality normed parameters 
analyzed. Exploiting an elaborative structure already existent 
and bought for other applications, the instrument is extremely 
cheap and so buyable also by LV, domestic or business, 
customers. The low costs will make easy a rapid distribution on 
territory of these instruments particularly recommended for 
those little shops or offices that have a server PC continuously 
active but not fully used. The instrument calibration process 
has been also described. 

Two instruments have been constructed and, at the moment, 
they constantly acquire information about the net.  

The early results show that a non linear load placed near the 
first site produces an increase of the 2nd on the electrical LV 
net, whose effects should be better analyzed and understood, 
verifying them on all the other devices connected to the same 
net. Moreover the voltage amplitude and current behaviors 
over time justify our interests in a better knowledge of the 
electric net by means of continuous measurements with the aim 
to correlate possible electrical machine malfunctionings with 
disturbances coming from the electrical net. 

The next steps will be an improvement of the software that 
has to include an automatic calibration section for the PC audio 
card to avoid a tiring calibration job, and to increase the 
acquisition points on territory to know as better as possible the 
PQ parameters trend. 
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Abstract- Due to simplicity of analysis of radial distribution 

systems, all previous work studied the effect of nonlinear loads on 
the optimal solution of the Capacitor Placement Problem (CPP) 
on only radial distribution systems. The study of the optimal 
capacitor placement on interconnected distribution systems in 
presence of nonlinear loads using Genetic Algorithms (GA) is 
presented in this paper. Results (power losses, operating 
conditions and annual benefits) are compared with that obtained 
from radial and loop distribution systems. Computational results 
obtained showed that the harmonic component affects the optimal 
capacitor placement in all system configurations. When all loads 
were assumed to be linear, interconnected and Loop system 
configurations offer lowest power losses and best operating 
conditions rather than the radial system configuration while 
radial system configuration offer best annual benefits due to 
capacitor placement. In distorted networks, interconnected 
systems configuration offer lower power losses, best operating 
conditions and best annual benefits due to capacitor placement.  

 

I. INTRODUCTION 

Electric power is supplied to final users by means of 
Medium Voltage (MV) or Low Voltage (LV) distribution 
systems, their structures and schemes can differ significantly 
according to loads location. Overhead lines with short 
interconnection capabilities are mostly employed in rural areas, 
whilst cables with a great number of lateral connections for 
alternative supplies are widespread used in urban areas. 

Most power distribution systems are designed to be radial, to 
have only one path between each customer and the substation. 
The power flows exclusively away from the substation and out 
to the customer along a single path, which, if interrupted, 
results in complete loss of power to the customer. Its 
predominance is due to two overwhelming advantages: it is 
much less costly than the other two alternatives (loop and 
interconnected systems) and it is much simpler in planning, 
design, and operation. 

An alternative to purely radial feeder design is a loop 
system, which has two paths between the power sources 
(substations, service transformers) and each customer. 
Equipment is sized and each loop is designed so that service 
can be maintained regardless of where an open point might be 
on the loop. Because of this requirement, whether operated 

radially (with one open point in each loop) or with closed 
loops, the basic equipment capacity requirements of the loop 
feeder design do not change. In terms of complexity, a loop 
feeder system is only slightly more complicated than a radial 
system. Power usually flows out from both sides toward the 
middle, and in all cases can take only one of two routes. 
Voltage drop, sizing, and protection engineering are only 
slightly more complicated than for radial systems. 

Interconnected distribution systems are the most complicated 
and costly but most reliable method of distributing electric 
power. An interconnected distribution system involves multiple 
paths between all points in the network. Interconnected 
systems provide continuity of service (reliability) far beyond 
that of radial and loop designs: if a failure occurs in one line, 
power instantly and automatically re-routes itself through other 
pathways. 

Interconnected distribution systems are more expensive than 
radial distribution systems, but not greatly so in dense urban 
applications, where the load density is very high, where the 
distribution must be placed underground, and where repairs 
and maintenance are difficult because of traffic and congestion, 
interconnected systems may cost little more than loop systems. 
Interconnected systems require little more conductor capacity 
than a loop system. The loop configuration required "double 
capacity" everywhere to provide increased reliability. 
Interconnected systems is generally no worse and often needs 
considerably less capacity and cost, if it is built to a clever 
design and its required capacity margins are minimized. 

The solution procedures of the Capacitor Placement Problem 
(CPP) start with performing a load flow analysis to analyze the 
steady-state performance of the power system prior to capacitor 
placement and after capacitor placement and to study the 
effects of changes in capacitor sizes and locations. 

The biggest advantages of the radial system configuration, in 
addition to its lower cost, are the simplicity of analysis and 
predictability of performance. Because there is only one path 
between each customer and the substation, the direction of 
power flow is absolutely certain. Equally important, the load 
on any element of the system can be determined in the most 
straightforward manner by simply adding up all the customer 
loads "downstream" from that piece of equipment. Because 
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load and power flow direction are easy to establish in radial 
distribution system, voltage profiles can be determined with a 
good degree of accuracy without resorting to exotic calculation 
methods; equipment capacity requirements can be ascertained 
exactly; capacitors can be sized, located, and set using 
relatively simple procedures (simple compared to those 
required for similar applications to non-radial (loop and 
interconnected) system designs, in which the power flow 
direction is not a given). 

The interconnected distribution systems are much more 
complicated than other forms of distribution, and thus much 
more difficult to analyze and operate. There is no 
"downstream" side to each unit of equipment. This complicates 
load estimation, power flow analysis, and protection planning. 

Due to simplicity of analysis of radial distribution systems, 
all previous work studied the effect of nonlinear loads on 
optimal solution of CPP on only radial distribution systems. 
The study of the optimal placement and sizing of fixed 
capacitor banks placed on distorted interconnected distribution 
systems using Genetic Algorithms (GA) is presented in this 
paper. Results (power losses, operating conditions and annual 
benefits) are compared with that obtained from radial and loop 
distribution systems. The radial, loop and interconnected 
distribution systems models are obtained by suitably 
simplification of a typical Italian grid. Commercial package 
ETAP PowerStation 4.0 program is used for harmonic load 
flow analysis, the proposed solution methodology is 
implemented in Microsoft Visual Basic 6 programming 
language. 

II. PROBLEM FORMULATION  

A. Assumptions 
The optimal capacitor placement problem has many 

variables including the capacitor size, location, capacitor cost, 
voltage and harmonic constraints on the system. There are 
switchable capacitors and fixed type capacitors in practice. 
However, considering all variables in a nonlinear fashion will 
make the placement problem very complicated. In order to 
simplify the analysis, only fixed type capacitors are considered 
with the following assumptions: 
1) The system is balanced.  
2) All the loads are constant 

B. Capacitor size and cost 
Only the smallest standard size of capacitors and multiples 

of this standard size are allowed to be placed at the buses to 
have more realistic optimal solution. The capacitor sizes are 
treated as discrete variable and the cost of the capacitor is not 
linearity proportional to the capacitor size, this makes the 
formulated problem a combinatorial one. 
C. Objective Function 

 The objective of the capacitor placement problem is to 
reduce the total energy losses of the system while striving to 
minimize the cost of capacitors installed in the system. The 
objective function consists of two terms. The first is the cost of 

the capacitor placement and the second is the cost of the total 
energy losses. 

The cost associated with capacitor placement is composed of 
a fixed installation cost, a purchase cost and operational cost 
(maintenance and depreciation). The cost function described in 
this way is a step-like function rather than a continuously 
differentiable function since capacitors in practice are grouped 
in banks of standard discrete capacities with cost not linear 
proportional to the capacitor bank size. 

It should be pointed that since the objective function is non-
differentiable, all nonlinear optimization techniques become 
awkward to apply. 

The second term in the objective function represents the total 
cost of energy losses. This term is obtained by summing up the 
annual real power losses for the system. 
D. Operational Constraints 

Voltages along the feeder are required to remain within 
upper and lower limits after the addition of capacitors on the 
feeder. Voltage constraints can be taken into account by 
specifying the upper and lower bounds of the magnitude of the 
voltages. The distortion of voltage is considering by specifying 
for maximum total harmonic distortion (THD) of voltages and 
the maximum number of banks to be installed in one location is 
taken into account. 
E.  Mathematical Representation 

 The capacitor placement problem is expressed 
mathematically as shown below: 

Min   c
j

J

j

c
jlossp QKPKF ∑

=

+=
1

                      (1) 

Subject to: 
 

maxmin VVV j ≤≤
                                 (2) 

maxTHDTHD j ≤
                                 (3) 

cc
j QQ max≤                                       (4) 

 
Where 

cc QLQ 0max =                                   (5) 
 F    The total annual cost function. 

pK
    Annual cost per unit of power losses. 

lossP     The total power losses. 
               (Result from ETAP PowerStation Harmonic Load 
                 Flow Program). 
 J             Number of buses.  

c
jK

         The capacitor annual cost/kvar. 
c
jQ

      The shunt capacitor size placed at bus j. 

jV
         The rms voltage at bus j. 

               (Result from ETAP PowerStation Harmonic Load 
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                Flow Program). 

minV         Minimum permissible rms voltage. 

maxV        Maximum permissible rms voltage. 

jTHD
      The total harmonic distortion at bus j. 

                (Result from ETAP PowerStation Harmonic Load 
                  Flow Program). 

maxTHD   Maximum permissible total harmonic distortion. 
cQmax    Maximum permissible capacitor size. 

 
L         An integer. 

cQ0         Smallest capacitor size. 
 
Bounds for (2), (3) are specified by the IEEE-519 standard 

[1]. 
 

III. GENETIC  ALGORITHM 

A. Solution Algorithm 
Combinatorial optimization problems can be solved either 

by exact or by approximate methods. In exact methods, all the 
feasible solutions are evaluated and the best one is selected as 
the optimal solution. However, exact methods are impractical 
when a real-life problem is to be evaluated. In this paper, GA 
will be used for the solution of CPP. 

B. Genetic Algorithm Framework 
There are four components in the design of a GA-based 

solution methodology. These include the initialization of the 
algorithm, fitness evaluation, selection and genetic operators. 

Algorithm initialization is the process of randomly 
generating a set of initial feasible solutions forming the so-
called "initial population". The number of these solutions is 
referred to as the "population size". Each iteration in a genetic 
algorithm, known as a "generation", results in a new set of 
feasible solutions. 

Genetic algorithm needs some fitness measure to determine 
the relative 'goodness' of a particular solution. This can be 
obtained either by direct evaluation of the objective function or 
by some other indirect means. Fitness evaluation is the 
criterion guiding the search process of a genetic algorithm. 

In genetic algorithms, parents are selected to produce 
offspring. Selection process can be carried out in different 
ways as discussed before in chapter three. 

Genetic operators are the probabilistic transition rules 
employed by a genetic algorithm. A new and improved 
population is generated from an old one by applying genetic 
operators. Operators used by genetic algorithms include 
crossover and mutation.  

Crossover is the process of choosing a random position in 
the solution and swapping the characters around this position 

with another similarly partitioned solution. The random 
position is referred to as "the crossover point". In other words, 
crossover defines the outcome as gene exchange. Crossover 
operator proved very powerful in genetic algorithms. Mutation 
is the process of random modification of a particular value of a 
solution with a small probability. Mutation is applied to alter 
some genes in the solutions. When a gene exchange resulting 
from application of a crossover operator is not meeting 
appropriate restriction, mutation might be very helpful in 
providing a proper gene exchange amendment. Mutation is 
generally seen as a background operator that provides a small 
amount of random search. It increases the population diversity. 
It also helps expand the search space by reintroducing 
information lost due to premature convergence. Therefore, it 
drives the search into unexplored regions. 

In addition to the above components, the stopping criterion 
of the algorithm is of great significance. It determines when the 
algorithm shall be stopped or terminated and thus, considering 
the best solution obtained so far as the optimal solution. 

C.  Design of a successful GA-based solution methodology 
In designing a GA-based solution methodology, several 

decisions concerning the algorithm parameters shall be 
properly made in order to obtain high-quality solutions. 
Premature convergence to local optimum may result if the 
algorithm parameters are not selected in an appropriate 
manner. 

Population size and the way the initial population is selected 
will have a significant impact on the results. Initial population 
could be seeded with heuristically chosen solutions or at 
random. In either case, the initial population should contain a 
wide variety of structures. The population size and the initial 
population are selected such that the solution domain 
associated with the population is sufficiently covered. The 
population size depends on the criteria for selecting the initial 
solutions. A constant size population of solutions shall be 
judged by the algorithm designer. If the population size is too 
small, the solution domain will not be adequately searched and, 
thus, resulting in poor performance. Premature convergence to 
local solutions can be prevented by using a large population 
size. However, this may slow down the convergence rate. 

The performance of a genetic algorithm is highly sensitive to 
the fitness values. The fitness value may be selected as the 
objective function to be optimized. Some researchers, however, 
believe that the objective function value is a naive fitness 
measure. Therefore, using the objective function value 
associated with each solution as a fitness measure is rarely a 
good idea to some researchers. When applying a crossover 
operator, the resulting offspring can be either feasible of 
infeasible. There are two ways to deal with infeasible solutions. 
One way is to design heuristic operators transforming 
infeasible solutions to feasible ones. The second is by 
penalizing this infeasibility in the objective function. In the 
latter case, selection of proper penalty factors is another 
decision to be made by the algorithm designer. 
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Crossover rate and mutation rate play a very important role 
in the performance of genetic algorithm. A higher crossover 
rate introduces new solutions more quickly into the population. 
If the crossover rate is too high, high-performance solutions are 
eliminated faster than selection can produce improvements. A 
low crossover rate may cause stagnation due to the lower 
exploration rate. Mutation rate shall not be too high in order 
not to prevent crossover from doing its work properly. Some 
researchers reported that a variable mutation rate rather than a 
fixed one is more beneficial to be utilized. In the initial stage of 
the GA, it is recommended to start with a high crossover rate 
and a low mutation rate since the crossover is mainly 
responsible for the search at this stage. As the algorithm 
progresses, the crossover operator becomes less productive and 
therefore, the mutation rate shall be increased. 

Simple GA involving just mutation and crossover has proved 
to be quite powerful enough. Some designers proposed to add 
an inversion operator where a section of a solution is 'cut out' 
and then re-inserted reversely. However, it has not been found 
significantly useful. It may be used instead of mutation 
operator to explore new regions of the searching domain. 

As pointed out earlier, newly generated solutions replace 
existing solutions in subsequent generations of GA. Two 
replacement approaches are available to the algorithm designer 
to select among which. These are the incremental or 'steady-
state' approach and the generational approach. In incremental 
or steady state replacement, once a new feasible solution has 
been generated, it will replace an above-average fitness value 
member chosen randomly. Members that fitness values are 
better than the calculated average are transferred to the next 
generation with no change. In generational replacement a new 
population of children is generated to replace the whole parent 
population. The steady-state replacement approach has the 
following advantages. 
1. If steady-state replacement approach is not employed, 

there will be no guarantee that the best solution in the 
current population will survive into the next generation. 
With this approach, best solutions are always kept in the 
population and the newly generated solution is 
immediately available for selection and reproduction. 

2. It is more efficient when compared to the generational 
approach. Faster convergence is usually expected with this 
approach. 

3. It prevents the occurrence of duplicates. Duplication is 
unhelpful since it wastes resources on evaluating, the same 
fitness function and it distorts the selection process by 
giving extra chances to the duplicate solutions to 
reproduce. 

Researchers, however, reported some success with the 
generational replacement approach. The genetic algorithm can 
be designed to stop if a pre-specified number of iterations are 
completed or if no improvement is encountered in the optimal 
solution during a given number of consecutive iterations. The 
stopping criterion shall be properly tuned with the other 
parameters like the population size, crossover rate and 

mutation rate in order to obtain a high quality solution. 

D. Application of GA to the CPP in distorted distribution systems 
Because of its simplicity, generality and ability to cope with 

practical constraints, a genetic algorithm has been designed to 
solve the general CPP in a distribution system. The following 
remarks shed some light on the design aspects of the algorithm 
as applied to the CPP: 
• The population size is a fixed value and the same is 

determined empirically by trial and error process. 
• The objective function itself is used to provide fitness 

values of the newly generated solutions. Once a new 
solution is generated, its associated feasibility is checked. 
If the solution is infeasible, the penalty factor is applied. 

• Selection, crossover and mutation are applied as genetic 
operators in the algorithm design. No additional operators 
such as the inversion operator are considered in the design 
process. 

• The algorithm is designed based on a fixed, rather than a 
variable, mutation rate throughout the search. 

• Steady-state replacement approach is selected in the design 
of the algorithm.  

• The algorithm is designed to stop after predetermined 
number of generation.  

 
Based on the above remarks, a GA-based solution 

methodology applied to the CPP has been implemented. The 
algorithm implementation can be summarized as follows: 

In this paper the representation by means of strings of 
integers was chosen. Each gene(i) (represent buses) of the 
chromosome (its length is equal to the total number of the 
system buses (m)) can store a 0, which indicates absence of 
capacitors on the corresponding bus or an integer different 
from 0 that indicates the number of added capacitor sizes that 
is added in the bus(i). Therefore a chromosome can be 
represented as Figure (1) 

 
        

 Figure 1: A genetic algorithm chromosome of the capacitor placement problem 
 
The algorithm procedure can be summarized as follow: 
1. Input GA parameters, i.e. population size, crossover 

rate, mutation rate, selection type, crossover type, 
mutation type and termination mode. 

2. Generate a set of initial solutions, forming the initial 
population, randomly. 

3. Run ETAP Power Station 4.0 program to calculate 
system power losses, bus voltages and total harmonic 
distortion at each bus. 

4. Calculate the associated fitness value (objective 
function) of each solution. 

5. Check the constraints and applying the penalty factor 
(by adding 1E10 to the fitness value) if the constraints is 
not satisfied. 

6. Create a new population by performing selection, 

Bus number 1 2 3 ... ... m-2 m-1 m 
gene  0 3 4 ... ... 2 1 3 
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crossover and mutation on the individuals. 
7. Discard the old population and iterate using the new 

population if the stopping criterion is not satisfied. 
 

IV. NUMERICAL RESULTS 

A. Test System data 
The distribution network models are obtained by suitably 

simplification of a typical Italian grid [2]. Single line diagram 
of the network is shown in Fig. (2) and the system data as 
follows: 

Two 132 kV HV networks with the same short circuit power 
MVAsc of 6000 MVA; 

Two HV/MV substations, comprising each a 132 kV HV 
busbar, a 132/20 kV 40 MVA transformer and a 20 kV MV 
busbar; 

A feeder, subdivided in three line sections (L01, L12 and 
L23) of 3 km each with % positive sequence impedance (100 
MVA base) R=5.17, X=4.23, Z=6.68 

A series of further passive overhead feeders; 
Link lines between various feeder (Lm1 and Lm2); 
Configuration switches (S1, S2, S3, S4, S5 and S6). 
Table (1) show the system load data 
The proposed GA was applied to the test system-2 for three 

different network configurations: 
1. Radial configuration (S1 open, S2 open, S3 open , S4 

open , S5 open and S6 open); 
2. Loop configuration (S1 open, S2 open, S3 close , S4 

close , S5 close and S6 close); 
3. Interconnected configuration (S1 close, S2 close, S3 

open , S4 open , S5 open and S6 open). 
 

Table (1): Test system load data 
Load (80% motor, 20% static) Bus No. 
MW MVAR 

1 5.25 5.356 
2 5.25 5.356 
3 5.25 5.356 
4 4.5 2.18 
5 4.5 2.18 
6 4.5 2.18 

7 4.5 2.18 
8 4.5 2.18 
9 4.5 2.18 

10 4.5 2.18 
11 4.5 2.18 

12 4.5 2.18 

 
Commercially-available capacitor sizes with real costs/kvar 

were used in the analysis. It was decided that the largest 
capacitor size Qcmax should not exceed the total reactive load, 
i.e., 35688 kvar. The yearly costs of capacitor sizes as 
described in [3]  

Optimum shunt capacitor sizes have been evaluated for the 
following cases: 
• Case (1): All loads are assumed to be linear 
• Case (2): Each 40 MVA transformer has harmonic current 

source –typical IEEE- XFMR Magnet. 
Kp was selected to be 168 $/kW, and the voltage limits on 

the rms voltages were selected as Vmin= 0.95 pu, and 
Vmax=1.05 for case (1) and Vmin= 0.93 pu, and Vmax=1.05 
for case (2). The maximum THD was selected as THDmax = 5 

B. Test System results 
 

Table (2) Comparison of results between radial, loop and 
interconnected distribution systems for case (1) 

 

         Figure 2: Test system - Simplified Typical Italian Grid 
 
 

Before OCP Case (1) Variable 

Radial Loop Intercon
nected 

Radial Loop Intercon
nected 

QC1 (kvar) --- --- --- 4050 3600 3900 
QC2 (kvar) --- --- --- 3900 4050 4050 
QC3 (kvar) --- --- --- 4050 3900 3600 
QC4 (kvar) --- --- --- 1500 1800 3600 
QC5 (kvar) --- --- --- 3300 2400 3300 
QC6 (kvar) --- --- --- 1650 2700 2100 
QC7 (kvar) --- --- --- 3450 3300 3450 
QC8 (kvar) --- --- --- 750 3300 2400 
QC9 (kvar) --- --- --- 3450 3450 2400 
QC10 (kvar) --- --- --- 1800 2400 1200 
QC11 (kvar) --- --- --- 2250 2550 2100 
QC12 (kvar) --- --- --- 2700 1650 2250 

Total 
capacitor 

(kvar) 

--- --- --- 
32850 35100 34350 

Min. 
voltage(pu) 

0.91 0.91484 0.92671 0.96535 0.97364 0.97521 

Max. 
voltage(pu) 

0.9551
6 

0.95516 0.94462 0.98778 0.98860 0.98554 

Power losses 
(kW) 

1244.1 1211.1 1206.5 812.8 795.7 796.8 

Cap. cost 
($/year) 

--- --- --- 6142.8 6301.65 6156.9 

Total cost 
($/year ) 

20900
8 

203464 202692 142685 139904 139952 

Benefits ($/ 
year ) 

--- --- --- 66323 63560 62739 
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Table (3) Comparison of results between radial, loop and 
interconnected distribution systems for case (2) 
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Figure 3: Power losses (Kw/year) for case (1) & (2) 
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Figure 5: Total sizes of installed capacitors (Kvar) for case 

(1) & (2) 

V. CONCLUSION 

The study of the optimal capacitor placement on 
interconnected distribution systems in the presence of 
nonlinear loads using Genetic Algorithms (GA) is presented in 
this paper. Results (power losses, operating conditions and 
annual benefits) are compared with that obtained from radial 
and loop networks. The radial, loop and interconnected 
distribution systems models are obtained by suitably 
simplification of a typical Italian grid. Computational results 
obtained showed that the harmonic component affects the 
optimal capacitor placement in all system configurations. 
When all loads were assumed to be linear, interconnected and 
Loop system configurations offer lowest power losses and best 
operating conditions rather than the radial system configuration 
while radial system configuration offer best annual benefits 
due to capacitor placement. In distorted networks, 
interconnected systems configuration offer lower power losses, 
best operating conditions and best annual benefits due to 
capacitor placement. 
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Figure 4: Benefits ($/year) for case (1) & (2) 
 

Before OCP Case (2) Variable 

Radial Loop Intercon
nected 

Radial Loop Intercon
nected 

QC1 (kvar) --- --- --- 2700 900 3600 
QC2 (kvar) --- --- --- 3000 3150 3450 
QC3 (kvar) --- --- --- 2550 3450 3150 
QC4 (kvar) --- --- --- 1350 2100 2700 
QC5 (kvar) --- --- --- 2100 1650 1800 
QC6 (kvar) --- --- --- 2100 2850 750 
QC7 (kvar) --- --- --- 300 2400 1650 
QC8 (kvar) --- --- --- 2850 2100 1800 
QC9 (kvar) --- --- --- 2550 2550 1650 

QC10 (kvar) --- --- --- 3450 2400 3000 
QC11 (kvar) --- --- --- 900 1350 3600 
QC12 (kvar) --- --- --- 3000 2400 300 

Total capacitor 
(kvar) 

--- --- --- 26850 27300 27450 

Min. 
voltage(pu) 

0.9099 0.9148 0.92669 
0.948 0.9544 0.9649 

Max. 
voltage(pu) 

0.9551 0.9551 0.94461 0.98657 0.9866 0.9772 

Max. THD (%)  2.68 2.68 2.65 4.95 4.99 4.96 
Power losses 

(kW) 
1244.2 1211.1 1206.5 873.7 844.928 828.92 

Cap. cost 
($/year) 

--- --- --- 5007 4992 5135 

Total cost 
($/year ) 

20903
1 

20347
4 

202707 151788 146940 144413 

Benefits ($/ 
year ) 

--- --- --- 57242.9 56534 58293 
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Abstract- Software reliability evaluation has emerged as an 
area of importance in recent times with the proliferation of 
software based systems. But highly dependable software systems 
used for safety critical application, such as computer relays for 
power system transmission line protection produce little failure 
data. Hence a statistical method known as statistics of extreme is 
used for reliability evaluation. This paper deals with calculation of 
exceedance probability of computer relay and using this data an 
event tree of computer relay has been drawn.  

 

I. INTRODUCTION 

  The reliability evaluation of software based systems has 
become a major concern. Hardware reliability can be resolved 
much consistently compared to software reliability, which is a 
rather less explored field until recent times [1]. The reliability 
assessment of software requires the previous history of failure 
data based on which a statistical estimation is put forward. 
Nevertheless for novel and highly dependable software 
systems, such failure data is scarcely available and thus 
formulation of statistical estimation of reliability index from 
such meager available data does not seem viable [2].  
  Statistics of the extremes is a special branch of statistics 
which deals with scenarios involving extreme events and can 
model distribution of rare events, those for which very few or 
no available data is present to work with as in the case of 
computer relay’s software evaluation where the failure data is 
very less. 
  For determining the design, procedural weakness & various 
hazardous consequences due to faults (initiating accidental 
event) event tree is developed for computer relay’s software. 
An event tree is an inductive procedure that shows all the 
possible outcomes, resulting from an accidental or initiating 
event, taking into account whether all the safety barrier are 
functioning or not. 
  In this paper, the software reliability evaluation of a computer 
relay is investigated, whose algorithm is based on the use of 
wavelet-fuzzy combined approach for detection, classification 
and location of faults on a transmission line. With the 
extensive use of fast and accurate digital signal processing 
techniques such as the wavelet transform, detection and 

classification of different faults have been done very easily 
[3]–[4]. 
 

II. SOFTWARE RELIABILITY EVALUATION                

  Computers have pervaded to all aspects of modern society. 
Practically speaking, the existence of software based systems 
in our lives is omnipresent and the size and complexity of 
computer-intensive systems are growing day-by-day. Thus the 
reliability evaluation of software based systems has become a 
major concern. Especially for safety critical system like 
computer relay, reliability evaluation is extremely necessary. 
But as the number of fault found in the different modules of 
software is very rare, hence for reliability evaluation statistics 
of extreme is used.  
  In this paper, the software reliability evaluation of a computer 
relay has been obtained, the computer relay has three modules 
and Monte Carlo simulation was employed for incorporating 
the stochastic nature of fault occurrence in the system. Using 
this data, the failure probability and the corresponding Cdf for 
each of the three module of computer relay were calculated.  
By using the principles of statistics of extreme failure 
probability and exceedance probability were found out. 
 
 A.    Statistics of Extreme 
 
  Software reliability modeling is a long-established approach, 
wherein a system’s past failure data is analyzed for prediction 
of future behavior [5]. But software systems that are supposed 
to be built for highly dependable applications is difficult to 
analyze using conventional software reliability growth models 
owing to reasons such as the novelty of the software to be 
developed, sparingly few available failure data.     
  Statistics of extremes offers a modeling scheme that is 
independent of the test sampling order, the amount of available 
data and furthermore it does not require a priori knowledge 
about the underlying distribution of any parameter. a 
distribution F converges to some asymptotic form in its 
extreme tails [5]. Condition that a distribution F converges to 
an asymptotic form in its maximum tail if  
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( ) ( )n
X n nn

Lim F a b x H x
→∞

+ =                                             (1)  
For applying statistics of extremes, the first step is to plot the 
empirical cumulative distribution function (Cdf) of available 
failure data in a Gumbel type probability paper [6] to find out 
its domain of attraction. Reference [7] shows that for most 
distributions the domain to attraction belongs to any one of the 
three Gumbel type asymptotic families, namely the Gumbel 
Type I, Gumbel Type II or Gumbel Type III [6]. The next step 
is to determine the software reliability estimate for highly 
dependable system employing a graphical based analysis using 
the form of empirical Cdf plot. 
  For obtaining the reliability indices needed for software 
evaluation, failure probability and exceedance probability is 
needed. These indices are calculated using the following 
equations [8]: 

( )( )( ) exp expSF s s= − −                                                        (2) 

Where ln ln[ ln[ ( )]]S
x

s k F s
w

ε
ε

⎛ ⎞−
= − = − −⎜ ⎟−⎝ ⎠

                        (3)  

ln( ) ( )
sK

x ε ω ε
−

=
− − −

                                                           (4) 

1( ) ( 1 ) 1 exp[ ( ) ]K
S X

xF s F X x ε
ω ε
−

= ≤ = − −
−

                           (5)  

1 1( 1 ) [1 ( 1 ) ]X XP X x F X x≥ = − ≤                                          (6) 
Where ω is the characteristic smallest variable of initial variate 
x, ε is the lower bound which is assumed to be 1 in this case 
and k is the inverse measure of dispersion of initial variate x. 

1 ( 1 )XF X x≤ is the probability that the number of failure is 
less than x (failure probability). Whereas 1 ( 1 )XP X x≥ gives 
the exceedance probability of the software.  
 

III. CASE STUDY AND RESULT 

                  
  Fault data is obtained from the Monte Carlo simulation result, 
from this fault data corresponding Cdf has been calculated for 
each of the three modules of the computer relay. Here detail 
calculations of detection module have been shown.  
  From the Cdf plot shown in “Fig.(1)” characteristic smallest 
value ω has been calculated which comes out to be 38 for 
detection module. Therefore (x-ε) is 37. The value of S can be 
extrapolated using “Fig. (1)”. The probability of having less 
than (x - ε) = 24 software failure is approximately = 0.80. i.e., 
Fs(s) = 0.80 as shown in table 1. Calculating S for (x - ε) = 24 
gives S = 1.5. K is calculated using eqn. (4), which comes out 
to be 3.47. Therefore the failure probability expression for 
detection module is given as 

3.47

1 ( 1 ) 1 exp
37X

x
F X x

ε⎡ ⎤−⎛ ⎞≤ = − −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

from this expression by 

putting different values of x; failure probability for different 
potential software failure for detection module can be obtained 
and using eqn. (6) exceedance probability is calculated for 
different number of software failures and tabulated in table 2.   

 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I 

 

 

Figure 1.  Gumbell Type III (Empirical Cdf) plot for Detection Module  

 

TABLE 1 Cdf data of Detection Module 
Fault type Fault # Probability CDF 
AG (LI ) 1 .033 .0011 
AG (MI) 2 .066 .003 
AG (HI ) 3 0.1 .0066 
BG( LI) 4 0.133 .0111 
BG(MI) 5 0.166 .0166 
BG (HI) 6 0.2 .0233 
CG (LI) 7 .233 .0310 
CG (MI) 8 .266 .0399 
CG (HI) 9 .300 .0499 

ABG (LI) 10 .333 .0610 
ABG (MI) 11 .366 .0732 
ABG (HI) 12 .40 .0865 
BCG (LI) 13 .433 .1010 
BCG (MI) 14 .466 .1165 
BCG (HI) 15 .500 .1332 
CAG (LI) 16 .533 .1509 

CAG (MI) 17 .566 .1698 

CAG (HI) 18 .600 .1898 

AB (LI) 19 .633 .2109 

AB (MI) 20 .666 .2331 

AB (HI 21 0.7 .2564 

BC (LI) 22 0.733 .2809 

BC (MI) 23 0.766 .3064 

BC (HI) 24 0.80 .3331 

CA (LI) 25 0.833 .3608 

CA (MI) 26 0.866 .3897 

CA (HI) 27 0.90 .4197 

ABC (LI) 28 0.933 .4508 

ABC (MI) 29 0.966 .4830 

ABC (HI) 30 1 .5163 
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Table 2.Exceedance Probability of Detection Module   
Exceedance 
Probability  

Z : No. of Potential lifetime software failure 

2 5 9 12 15 Px ( X ≥  x) 

0.99999 0.9996 0.9951 0.9853 0.9663 

 
 For fault classification modules, from the Cdf plot in “fig. 2”, 
the smallest characteristic value, ω comes out to be 31 & (x - ε) 
=30. As in the previous calculation for detection module, from 
the Cdf data, and the Cdf plot shown in “Fig. 2” a value of S is 
extrapolated. The probability of having less than (x - ε) = 32 
software failure is approximately 0.3299. Calculating S for (x - 
ε) = 32 gives S = -0.1034. Thereafter from eqn. (4), K is found 
out to be 1.603. Thus, the analytical expression for the failure 
probability for classification module 

is
1.603

1 ( 1 ) 1 exp
30X

x
F X x

ε⎡ ⎤−⎛ ⎞≤ = − −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 

Using the eqn.(6) exceedance probability values are tabulated 
in table 3.   
 

 
 
Figure 2.  Gumbell Type III (Empirical Cdf) plot for classification Module 
 
 
 
Table 3.Exceedance Probability of classification Module 

Exceedance 
Probability  

Z : No. of Potential lifetime software failure 
 
 
 

2 8 14 27 36 Px ( X ≥  x) 
0.9957 0.9158 0.7808 0.4550 0.2743 

 

 
 
   
  In “Fig. 3” the Cdf plot for fault location module is shown. 
The extrapolated value of S is 0.66 and k comes out to be 
1.741. Therefore the final expression obtained for failure 
probability for fault location modules comes out to be  

1.74

1 ( 1 ) 1 exp
33X

x
F X x

ε⎡ ⎤−⎛ ⎞≤ = − −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

. Using eqn. (6) the 

exceedance probability for fault location is tabulated in table 4. 
 
 

 
 
Figure 3.  Gumbell Type III (Empirical Cdf) plot for fault location Module 
 
           
 Table 4.Exceedance Probability of fault location Module 

Exceedance 
Probability  

Z : No. of Potential lifetime software failure 

2 8 15 23 31 Px ( X ≥  x) 

0.9977 0.9349 0.7986 0.6103 0.4286 
   
 
   For software reliability evaluation of computer relay’s 
software, event tree is used, as shown in “fig (4)”. Event tree 
gives us the insight knowledge of the consequences, due to 
initiating fault [9]. These consequences will depend upon the 
functioning of the safety barriers. Here in this case for a 
computer relaying, its three modules namely detection, 
classification and fault location are the safety barriers.  
  Therefore, if all the three safety barriers are working, then the 
system will be considered as a Risk free or healthy system.       
The main job of a relay is to detect the faults. Hence if the first 

PUBLIC
 R

ELE
ASE

PREPRIN
T



safety barrier, which is detection module of a computer relay, 
fails then the consequence will be termed as Risky, even if the 
other two modules are operational. And if first safety barrier is 
working and other two or one of the two is non-functional then 
the system is in marginal state.  
  From the event tree, the probability that the accidental event 
(fault) will lead to unwanted consequences if the safety-
barriers are non functional is computed. Also probability of 
‘Risk free state’ of computer relay is calculated. These values 
are tabulated in table 5.  
  For getting these probability values the exceedance 
probability for two numbers of failures has been taken for each 
of the three modules from table 2, 3 & 4 respectively. 
Therefore when all the modules are in ‘Up state’ the reliability 
comes out to be 0.9935 and the relay is said to be in Risk Free 
state & when all are in ‘down state’ reliability is 9.89*10-11 . 
 
 
 

 
    Figure 4 Event Tree of Computer Relay 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                      

                        
                         Table 5 State Probability of Event Tree 

State Fault 
Detection

Fault  
Classification 

Fault   
location 

Probability

1 Down Down Down 9.89*10-11

2 Down Down Up 4.29*10-8 

3 Down Up Down 2.29*10-8 

4 Down Up Up 9.93*10-6 

5 Up Down Down 9.88*10-6 

6 Up Down Up 4.29*10-3 

7 Up Up Down 2.29*10-3 

8 Up Up Up 0.9935 

 
IV. CONCLUSION 

  The reliability evaluation for computer relaying demonstrates 
the efficacy of the proposed approach for assessing the risk 
associated with such software which rarely fails, but whose 
failures lead to catastrophic consequences such as blackouts. 
By using event tree, various state probabilities are evaluated 
for system planning. Also the least risk state probability serves 
as an indicator regarding the system reliability involving safety 
critical applications such as computer relay.  
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Abstract—Number of wind power stations has been increasing
in the world for last years. Of course, this causes that electrical
power amount produced by this kind of power station and
subsequently delivered to electricity transmission systems has
also been growing. On one hand, this brings positive effects with
respect to living environment because production of coal, gas or
nuclear power stations can temporarily be reduced while wind
blows. On the other hand, this sets enhanced demands on needs
of ancillary services. This paper deals with these connections and
demonstrates obvious consequences that arise from them.

I. INTRODUCTION

Wind energy produced by wind power stations is one of
renewable resources that has become very popular and used
world wide in recent years. It brings many benefits to mankind
particularly with respect to living environment. For instance,
production of other types of power stations such as coal, gas
or nuclear is supposed to be reduced due to wind blowing
because, as a result, wind power stations produce extra electri-
cal power that is delivered to electricity transmission systems.
This implies that living environment is less polluted because
production of ’messy’ power stations is restrained.

Nevertheless, the problem is that time periods within which
wind is going to blow together with volume of blowing is
hardly ever reliably predictable to the future. This causes
that production of wind power stations cannot be scheduled
in advance. Therefore, the production is not usually taken
into account while electricity transmission system operation
planning performed by TSOs (Transmission System Opera-
tors) is under construction. On the contrary, extra electrical
power produced by wind power stations and delivered to
electricity transmission systems (while wind blows, of course)
is classified as a failure that exhibits by way of temporary
power surplus in the systems. Consequently, such a failure is
assumed to be decayed by employment of appropriate types
of ancillary services performed by TSOs as well. It is obvious
that this matter of fact puts increased requirements towards
needs of particular types of ancillary services.

Seeing that wind blowing ’strategy’ can be considered
as a random variable, the approach presented in the paper
and dealing with relationship between production capacity
of wind power stations and needs of ancillary services is
based on probability theory and mathematical statistics [1], [2].
Fundamentals of the approach focused on stochastic modelling
[3], [4] of electricity transmission system operation from both
technical and economical points of view have already been

established in other papers [5], [6], [7], [8]. Therefore, only
main ideas of the approach will be introduced at the beginning
of the paper. Subsequently, it will be presented that extra
electrical power delivered to electricity transmission systems
by production of wind power stations under the circumstance
that wind blows causes growth of power reserves of certain
types of ancillary services. In other words, TSOs are forced
to assure larger amount of certain types of ancillary services
when electricity transmission system operation planning is
under construction. It is obvious that this implies financial
cost increase with respect to operation of the system.

II. MAIN IDEAS OF THE APPROACH

At the beginning, relevant monitored data and measured sig-
nals have been recognized from the system operation reliability
point of view. Since the reliability of the system operation is
particularly linked with power balance control, those data and
signals have included a power balance deviation in the closed
loop mode dPct(t), power control injections R(t) supplied to
the system by activations/deactivations of ancillary services,
starts and ends of forced power unit outages and time durations
related to the outages (times between failures and of repairs).
The deviation dPct(t) is then decomposed.

A. Decomposition of dPct(t)

It holds that:

dPot(t) = dPct(t) + R(t), (1)

dPot(t) is a power balance deviation in the open loop mode.
The deviation represents behavior of the system without any
control actions and it is easily obtained from (1). The deviation
can be expressed as follows:

dPot(t) = dPo(t) + T (t), (2)

dPo(t) is a power balance deviation in the open loop mode
of undisturbed system operation (without any forced power
unit outages) and T (t) constitutes the outages. The deviation
is obtained by excluding sectors where the outages occur
from dPot(t). Those sectors are identified in virtue of the
information about the starts and ends of the outages. The
components dPo(t) and T (t) are modelled.
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B. Probabilistic model of dPo(t)
Whereas dPo(t) is a random variable, it is modelled by

a proper distribution from a probabilistic viewpoint. It has
been proved by fit tests that the most proper distribution for
modelling dPo(t) is the Gaussian distribution:

fG(dPo) =
1√

2πσdPo(t)
e
− [dPo−µdPo

(t)]2

2σ2
dPo

(t)
, (3)

fG(dPo) is a probability density function. The parameters of
the distribution (mean µdPo(t) and standard deviation σdPo(t))
are computed from the real signal dPo(t).

C. Probabilistic model of T (t)
The forced power unit outages T (t) are modelled by the

Markov process with two states (see Fig. 1) [9], [10].

Fig. 1. State diagram of Markov process

The transient rates are given by the relations:

λ =
1

MTTF
, η =

1
MTR

, (4)

MTTF , MTR are mean times between failures and of
repairs. The mean times are obtained through statistical pro-
cessing of given times between failures and of repairs for
particular units. The model is described by the equations:

d

dt

[
ps(t)
pr(t)

]
=

[ −λ η
λ −η

] [
ps(t)
pr(t)

]
, ps(t) + pr(t) = 1,

(5)
ps(t) is a service probability and pr(t) a repair probability.

The forced outages are mostly caused by mechanical fail-
ures (e.g. seizure, leakage, fatigue, etc.). Therefore, depen-
dencies among co-temporary outages are not considered in
the model. Partial outages are not taken into account either
because they are not very frequent, their durations are usually
short and amplitudes small. This means that they do not have
any substantial effect on the reliability of the system. Modelled
power units inhere in the bottom of the well - known bathtub
curve with respect to their life cycles. This means that the
failure and repair rates are about constant. Thus, the Markov
process is precise enough for the modelling.

D. Probabilistic model of dPot(t) and R(t) determination

Consequently, the probabilistic models of dPo(t) and T (t)
are aggregated into a model of the power balance deviation in
the open loop mode dPot(t) that is described by the Gaussian
sum [11], [12] with the probability density function:

fGs(dPot) =
∑

i

Pi(t)√
2πσdPo(t)

e
− [dPot−µdPo

(t)−Ti]
2

2σ2
dPo

(t)
, (6)

where Pi(t) are probabilities of the outages and all their
possible combinations and Ti are appropriate amplitudes. The
sum is used for determination of the overall positive and
negative volumes of ancillary services R+(t), R−(t) under
a required reliability level of the system operation. The level
is given as a percentage share of dPct(t) amplitudes larger
than ±100MW along all of its possibly existing amplitudes
(the share is called as Value at Risk – V aR):

R+(t) = FGs(1−
V aR

2
), R−(t) = FGs(

V aR

2
). (7)

Since an analytical formula of a cumulative distribution func-
tion of the Gaussian sum FGs is not known, R+(t) and R−(t)
have to be computed by a numerical algorithm.

E. Decomposition of R(t) and economical optimization

The overall volumes are then divided into power reserves
of particular ancillary services on behalf of statistical and
dynamical characteristics of specific components involved in
dPot(t) that should be decayed by corresponding types of
the services (a random component ⇒ secondary frequency
and power control, a direct - energetic component ⇒ tertiary
control, a forced outage ⇒ quick - start, a long - time power
imbalance ⇒ non - spinning stand - by reserve, emergency
assistance, control energy purchase, etc.).

Finally, the power reserves are economically optimized. The
reserves are re - disposed by the optimization in such a way
that the required reliability level (V aR) is kept and costs to
their purchase are minimized at the same time.

F. Monte-Carlo simulation

In order to make sure that the whole optimization procedure
of the system operation planning is well done, a Monte - Carlo
simulator is employed to verify that the power reserves of
particular ancillary services are large enough for guaranteeing
the required reliability level of the system operation. The
simulator models and simulates electricity transmission system
operation in the closed loop mode. This means that it involves
models that constitute the open loop (model of undisturbed
system operation, model of forced power unit outages) as
well as models that constitute the feedback (models of the
ancillary services mentioned above). The simulator works then
under saturation limits of the services that are given by their
corresponding limited power reserves.

Remark: The approach/method presented in the paper has
been developed for the TSO of the Czech Republic - CEPS a.s.
since 2005 in terms of the Center for Applied Cybernetics. It
is routinely used by the Czech TSO for electricity transmission
system operation planning. Therefore, all results, which will
be presented here, have been obtained through analyses and
simulations of the Czech electricity transmission system oper-
ation. Nevertheless, the approach/method is general enough in
order that it is applicable to any other areas. As a consequence,
appropriate results and conclusions obtained can also be con-
sidered as sufficiently prevailing despite the approach/method
being developed for the concrete area and its TSO.
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III. WIND SPEED AND POWER

A. Wind speed variability

Electrical power produced by wind power stations is depen-
dent on time - position wind speed variability. Position wind
speed variability is given by landscape articulation. Whereas,
time wind speed variability is assessed by changes of weather
conditions. Moreover, wind speed variability is also influenced
by various random fluctuations that represent chaotic wind
behavior. Therefore, it is quite useful to describe wind speed
by its statistical characteristics – mean and standard deviation.
Values of these characteristics depend on a position of being
situated. In other words, they depend on longitude, latitude
and altitude values, respectively. Values of the characteristics
for the area of the Czech Republic are illustrated on Fig. 2, 3.

Fig. 2. Mean of wind speed

Fig. 3. Standard deviation of wind speed

B. Wind power variability

As a matter of course, wind power produced by a wind
power station and speed of wind, which blows around the
station, are closely associated with each other. The formula
that connects wind power produced by a wind power station
and wind speed around the station is the following:

P (t) =
1
2
ηρu3(t) (8)

where P (t) is wind power produced by a wind power station,
η is an efficiency coefficient of a wind power station, ρ is
air density and u(t) is wind speed. The coefficient η and the
density ρ are assumed to be constant. On the other hand, the

power P (t) and the speed u(t) are supposed to be time -
varying. This means that they can vary within a specified time
horizon of production. Subsequently, the formula (8) can be
used for determination of mean and standard deviation of wind
power produced by a wind power station whose position is
given by specification of its longitude, latitude and altitude:

Pm =
1
2
ηρu3, u3 = (αum + βustd)3 (9)

where Pm is mean of wind power produced by a wind power
station within a specified time horizon of production, um is
mean of wind speed within the horizon and ustd is its standard
deviation within the horizon. The coefficients α, β are known.

Pstd =
ū3

PD
, ū3 =

ustdu
3

0.35um
(10)

where Pstd is standard deviation of wind power and the
coefficient PD is also known. The coefficients α, β and PD
and the constant 0.35 have been identified from data.

Consider a wind power station whose location is marked
on Fig. 2, 3. Curves of mean and standard deviation of wind
speed and corresponding mean and standard deviation of wind
power produced by the station are shown in Fig. 4, 5, 6, 7.
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Fig. 4. Mean of wind speed
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Fig. 5. Standard deviation of wind speed

Remark: Values of means and standard deviations of wind
speed and wind power are periodic with a time period that is
equal to 1 day (24 hours) in terms of the day horizon. The
reason is that the values are about consistent for the same
hours through particular days of a month.
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Fig. 7. Standard deviation of wind power

IV. NEEDS OF ANCILLARY SERVICES

As a matter of fact, extra electrical power produced by
wind power stations and delivered into electricity transmis-
sion systems while wind blows influences overall volumes
of ancillary services R+(t) and R−(t) defined by (7). The
volumes appear larger in comparison with that case when the
power is not considered in terms of standard computations.
The reason is that means and standard deviations of the power,
which becomes a part of the power balance deviation in the
open loop mode dPot(t), are included in means and standard
deviations of this quantity whose mathematical model is given
by the Gaussian mixture (6). Consequently, power reserves of
certain kinds of ancillary services also get larger. This fact is
illustrated with the help of values in the following tables:

1) take a wind power station with installed power 1 GW:
SC TC+ TC−

+11% -54% +190%
2) take a wind power station with installed power 2 GW:

SC TC+ TC−

+42% -74% +479%
It is clear from the values mentioned in the tables that
wind power stations with their extra power production cause
increased demands (in comparison with standard electricity
transmission system operation without any wind power station
built) on needs of secondary control - SC (a spinning ancillary
service working in an automatic mode that responds to a given
setpoint up to 10 minutes), increased demands on needs of
negative tertiary control - TC− (a spinning or non-spinning
ancillary service working in a dispatcher mode that responds to

a given setpoint up to 30 minutes) and decreased demands on
needs of positive tertiary control. The demands are especially
laid on the negative tertiary control. The reason is that actual
power production of base - load power units has to be restricted
due to random extra power production of wind power stations
so that power balance equilibrium within electricity transmis-
sion system operation under 50Hz frequency is guaranteed.
Unfortunately, these restriction procedures result in life cycle
reduction of power units whose actual power production is
restrained in such a way.

V. CONCLUSION

The paper presents relationship between production capacity
of wind power stations and needs of ancillary services. It
is demonstrated here that extra power production of wind
power stations puts increased demands on power reserves of
certain types of ancillary services. Consequently, this implies
that financial costs of electricity transmission system operation
with wind power stations involved are higher in comparison
with the operation without any wind power station plugged in.
Furthermore, stability of the system with wind power stations
gets worse because their power production level is hardly
ever predictable and this induces that electricity transmission
system operation gets more control - intensive.
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Abstract- In Iran, extracting energy from groundwater flow was 
an ancient technical tradition which unfortunately has been 
abolished in the wake of the advent of modern means of power 
generating. The subterranean irrigational canals called Qanat in 
Persia made it possible to build many watermills rotating with 
the force of groundwater. Qanat is a gently sloping subterranean 
canal, which tap a water-bearing zone at a higher elevation than 
cultivated lands. At present there exist some 32000 active qanats 
running all over Iran, discharging about 9 billion cubic meters 
groundwater a year. The head of water in a qanat canal with a 
discharge of 80 liters per second is such that the flow can spin a 
millstone weighing over 800 kilos, in a traditional way in which 
the friction is so high. In this paper we depict the possibility of 
replacing the abandoned traditional watermills with the modern 
optimized turbines to generate electricity in an environment 
friendly way. The qanat holding countries like Iran, Oman, 
Afghanistan, China and Iraq can consider the qanat system a 
new source of energy, which not only can supply water to the 
rural communities but also can provide them with cheap, 
renewable and clean electricity. In closing, we describe some 
considerable initiatives taken in Iran to make use of the 
groundwater flow in the qanat canals to generate electricity.

I. WHAT IS QANAT?

Qanat is a gently sloping tunnel which drains the groundwater 
from aquifer and leads it to the surface by using gravity flow 
conditions. In fact Qanat benefits from the differences 
between earth surface elevations to convey water from 
upstream aquifer to the earth surface down slope. To function 
this way, Qanat enjoys a number of vertical shafts, a 
subterranean canal and an appearance. In other words, A 
qanat is a combination of some shaft wells and a horizontal 
tunnel with a gentle slope (less than surface gradient) being 
able to collect the seepage of groundwater and drain it out to 
the down slop lands. 

Figure 1. Longitudinal section of qanat

Therefore, qanat can be considered a groundwater drainage 
system that conveys the build up of groundwater to be used 
for drinking or irrigation. As shown in the picture below, a 
qanat is made up by two main sections; water production 
section and water transport section. That part of the qanat 
gallery which runs through water bearing zone is called water 
production section whose function is to collect the seepage. 
This water is transferred to the earth surface through water 
transport section which runs through dry zone. 

II. QANAT BUILDING AND QANAT DIAGRAM

As it has mentioned, qanat is an underground gallery that 
conveys water from an aquifer or a water source to lower-
elevation irrigated fields. In practice, a qanat consists of a 
series of vertical shafts in sloping ground, interconnected at 
the bottom by a tunnel with a gradient gentler than that of the 
ground. The first shaft is usually sunk into an alluvial fan to a 
level below the groundwater table. Shafts are sunk at intervals 
of 20 to 200 meters in a line between the groundwater 
recharge zone and the irrigated land. From the air, a qanat 
system looks like a line of anthills leading from the foothills 
across the desert to the greenery of an irrigated settlement. 
The different parts of a typical Qanat are shown in the figure 
below, described as follows:
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Figure 2. Qanat Diagram
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1- Qanat exit point 11- Ground water flow direction
2- Irrigated land (farm) 12- Water production section
3- Pool 13- Yielding wells
4- Water table 14- Vertical shafts (wells)
5- Aquifer 15- Permeable layer
6- Water transport section 16- Qanat gallery
7- Dry wells 17- Mother well
8- Transition zone 18- Dynamic water table
9- Ground surface 19- Rock bed
10- Well distance 20- Infiltration zone

III. QANAT GALLERY

The Qanat gallery or tunnel is called in Persian "Rahrow" or 
"Kooreh", which is an almost horizontal tunnel dug to get 
access to groundwater reserve, and to transfer this water to 
the earth surface. The dimensions of the tunnel are taken to be 
such that the workers can easily go through and work in it. 
This tunnel is between 1.0 and 1.5 meters high, and its width 
is less than half the height. The tunnel and surface gradient is 
crucial in extracting energy from the water flowing down. If 
the earth surface and tunnel slope would be such that the 
tunnel and the earth surface intersect at a relatively short 
distance, the watermill can be constructed.

Figure 3. Qanat Gallery

IV. WATERMILL

Qanat related structures are ranked among the most 
interesting architectural structures, and most of them are 
relics of the past and considered historical heritage now. The 
most important qanat related structure built in Iran is 
watermill which is a structure constructed in order to grind 
grain. Its main parts are drop tower or water house, two 
millstones, rotor blades of watermill and an axis which 
connects rotor blades and upper millstone vertically. 
The operation of watermill is based on the potential energy of 
water due to the depth of drop tower. The deeper drop tower, 
the more water's energy was generated. Sometimes the depth 
of a drop tower reaches to 10 meters in order to increase the 
water pressure.
When qanat's water reaches to the water house, it pours down 
the well and hit the blades. The water pressure which changes 
to velocity, make the blades rotate, imparting energy to the 
rotor and to the upper millstone. The lower millstone is 
motionless. Therefore the friction between the upper and 
lower millstones turns the wheat into flour. Sometimes, 
several watermills might be operated by the water of only one 
qanat.
According to the way in which watermill draws on the energy 
of water, the watermills can be classified into two groups as: 
a) potential watermill b) kinetic watermill
The two types of watermill are based on the difference 
between the heights of water input and output. In kinetic 
watermills the axis is horizontal, drawing on the water flow 
directly, whereas in potential watermills a difference between 
the heights of water inflow and outflow should be built 
artificially, such that the required energy to run the watermill 
would be generated. This type of watermill with vertical axis 
is the same as built in the qanat gallery.

Figure 4. Watermill
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As mentioned a qanat is a subterranean canal to convey 
groundwater on to the earth surface, and this canal is intended 
to surface just near the cultivated area or village where the 
water is to be used. But in many cases the water table is such 
that the exit point of qanat does not show up just where the 
workers want, but some distance upslope from the village. 
Thus the workers have to channel this water again by digging 
a well and an almost horizontal tunnel from the exit point to 
wherever they need water. When the water is transferred 
through such an underground canal, the water less evaporates 
and it is less likely to take water illegally on its way to the 
village.
When the water is to be re-channeled, first a shaft well is sunk, 
from the bottom of which a tunnel is dug up, stretching out to 
the earth surface near the village. This shaft well can be drop 
tower for a watermill underground where the build up of 
water in the well can provide adequate water pressure to 
rotate the millstone. At the bottom of the well, a small hole is 
made such that water can spout out of it and hit the rotor 
blades of the watermill. Thus the rotor blades would turn and 
the movement would be imparted to the upper millstone by a 
shaft which passes through a hole in the lower millstone and 
then turns the upper one horizontally. There is a gap through 
which wheat can be put between the two millstones whose 
friction turns the wheat into flour. The distance between the 
two millstones is adjustable by a handle so that the wheat can 
be grinded soft or hard. The vertical axis that imparts the spin 
of rotor to the upper millstone is braced such that its bottom 
turns on a piece of iron stone which is fixed in a hole in a tree 
trunk. The bottom of the axis is so sharpened and covered in a 
metal cap that the friction between the axis and the iron stone 
at its base would be minimized.
Nowadays this technology has been abolished, because wheat 
is subsidized and purchased by the government, and is 
grinded in big factories. So the villagers no longer need the 
underground watermills to grind wheat. Nevertheless the idea 
of this paper – generating electricity – was inspired by the 
abandoned watermills, and we place turbine on the way of 
groundwater though this time its product is electricity not 
flour.

V. QANAT TURBINE

According to the classification of the hydropower projects, 
generating electricity of qanat is among the group of "Pico-
Hydro" which includes the projects generating between 
several hundreds watts and 5 kilowatts to supply electricity to 
the regions out of the range of power network for domestic 
and limited uses. We conducted a study in the province of 
Yazd in Iran on the potential that the qanats have to generate 
electricity. In this area some 3200 qanats are running, most of 
which enjoy a head less than 8 meters, so it seems that the 

suitable turbines for these qanats are Francis, Kaplan and the 
propeller turbines. Taking into account the diagram 1 that 
depicts the suitable turbines in relation to the qanats head and 
discharge, the turbines of Kaplan and Banki Michell have the 
most efficiency, because most of the qanats in this province 
enjoy a head less than 8 meters and a discharge below 1 cubic 
meter per second. This diagram also helps find out the limits 
of the electricity less than 10 megawatts. In terms of a low 
discharge (below 150 liters per second) which is applicable to 
the province of Yazd, the optimum type of turbine can be 
determined by the two following diagrams. In case we take 
the minimum electricity to be some 400 watts just to provide 
power needed for light and ventilation in the qanat itself, the 
qanats with low discharge require a head of 10 meters, which 
can not be found in Yazd. But in terms of the qanats with 
relatively high discharge and low head, the turbines of 
Powerpal and Nautilus seem suitable. 
In closing we can conclude that: 1) the maximum electricity 
extracted from such turbines is 1 kilowatt, but considering the 
length of qanats which is tens of kilometers it is quite possible 
to install a series of turbines along the tunnel to get more 
electricity. 2) those qanats whose discharge is below 45 liters 
per second do not meet the requirements of this project, 
because this project is in line with the product of net head 
multiplied by discharge, so in case of lower discharge we 
need higher head which can not be higher than 8 meters 
considering the structural condition of the qanats in Yazd.
Due to these requirements, out of 3200 qanats in the province 
of Yazd, 100 qanats whose discharge is over 45 liters per 
second providing appropriate head have been singled out. 
Each of these 100 qanats can house one or several turbines, 
such that the total electricity generated by them would 
amount to thousands of kilowatts. 

VI. CONCLUSION

Qanat which is an environment friendly technique and does 
not bring about any environmental backlashes is able to 
merge with another green technology; hydro turbine which 
generates electricity in harmony with nature to satisfy the 
small local demands. This initiative has two advantages: 1) it 
gives a new function to the ancient qanats and increases their 
chance to survive. 2) it can improve the economical 
conditions of the locals by giving rise to a new income source, 
taking into account that the Iranian government has a policy 
to purchase electricity from whoever can generate it through 
an environment friendly method like wind or water turbines. 
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Diagram 1. turbines suitable for different ranges of head and discharge 

Diagram 2. Effective operating parameters for various water turbines, showing relation of head and flow to expected power out put of each
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Abstract - This paper focuses on modeling of power stations 
technological equipment reliability. There is described a method 
of failure model creation, based on failure and repairs data of a 
particular components, and cost model creation, based on costs 
specification. At first there is mentioned the data processing 
procedure, problems of appropriate stochastic parameters 
inference and total characterization of failure model connected 
with small number of data and their dependence on operational 
conditions in concrete. This model should be able to predict the 
future conditions and to estimate important evaluation indicators. 
For that reason it is necessary to introduce the software, which is 
used for simulation, visualization and optimization future 
development of evaluation indicators possibilities. This work is a 
part of the joint project of the UWB and Škoda Power company 
called “Operational availability and maintenance cost 
optimization with the computer support”.  

I. INTRODUCTION 

One of the basic tasks of management in operational 
reliability control area is planning and making the strategic 
decisions. It is important especially in energetic, where 
an effect of maintenance prove at fault liability and 
expensiveness of potential consequences. Planned and 
preventive maintenance activities are instruments for 
technological equipment lifetime raising and for contractual 
power supply provision. These activities have decisive effect to 
total operational cost too. In order to be optimal this service 
task, it is necessary to make an extended analysis, failure 
causes and effects calculations with respect to task effect and 
production progress strategy. 

The aim of this paper is to bring out the problem 
of processing the information from steam turbine operation to 
proper form for effective maintenance planning especially 
based on cost evaluation of outage risk and maintenance. 

The principle is the creation of the probability model 
of operational condition from historical data. This model 
should be able to predict the future conditions and to estimate 
important evaluation indicators. With the aid of input 
conditions and simulation parameters changes it is possible to 
make sensitivity analysis of indicators in reliability interval, 
iterative optimizations and finding of the best strategic solution 
according to given criteria e.g.  

II. DATA PROCESSING 

A. Data processing basic themes  

Model design stem from demand after the components fault 

liability character of steam turbine realization in accordance to 
component failure and repairs data, obtained from Škoda 
Power (producer). The main aim is time development 
monitoring of technological unit fault liability. According the 
analysis there was find out, that the fundamental problem is 
finding so-called ‘hidden failure model’ of components without 
planned maintenance execution (left scheme) based on failure 
data of components at real operation without applying the 
planned maintenance (right scheme), see fig. 1. 

Figure 1. Scheme of failure model with and without planned maintenance 

Reduction of planned maintenance effect is possible to solve 
with expert based adjustment of failure data set or model 
parameters. To components, which was called for repair at 
planned maintenance, is attached a failure. Further way is to 
take a presumption, that failure rate will be rise after the time 
of planned maintenance interval. The modified model has more 
pessimistic character then the original, but it is more realistic. 

Other problem is definitely small number of failure data 
of selected component with the low or zero observed fault 
liability and high technical lifetime. In the case, it is not 
possible to approximate more complicated stochastic functions 
by ordinary way. Therefore complex data processing must be 
used with respect to knowledge based presumptions. 
These presumptions are:  

a)  time progression of components failure rate matches to 
bathtube curve, 

b)  mean failure rate can be determined from designed 
technical lifetime. 

According to the assumptions is possible to set a shape of the 
estimation parametric function curve or to extend a statistical 
failure data. 

B. Statistical analysis 

For stochastic probability distribution of failure origination 
special parameters must be defined. These can be taken from 
producer of components or from some reliable database (only 
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if there was guaranteed an identical form of definition, 
comparable construction and components properties). However, 
mostly this information is not available. Then it is necessary to 
use a standard statistical solution ([1],[2],[3]). According to the 
historical data about time duration between failures and repair 
duration it is possible to estimate needful parameters by data 
analysis. For statistical parameters estimation it is necessary to 
have a sufficient number of correct values obtained by many 
realizations. It follows, that the sparse data is necessary to put 
together for resultant estimation credibility. For compounding 
of components is used a bunching algorithm repeatedly, 
orientated firstly to similarity of particular components failure 
frequency histogram and then to mean time of repair.  
McQueen bunching algorithm (so-called k-means) is used for 
implementation. After data compounding it is already possible 
to estimate standardized group parameters of failure 
characteristics, which can be later linear recalculate for 
particular component parameters (with using predefine 
particular mean time between failure).  

For fault liability of mechanical parts definition it is most 
often applied Tri-weibull stochastic function [2]: 

31 2
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1 2 3

( ) xx xx
ββ β

ββ β

ββ β
λ

η η η

−− −

= + + . (1) 

It takes into account time progression of failure rate because of 
aging very well (otherwise bathtube curve). Module Weibull 
analysis of Availability Workbench (AWB) software by 
company Isograph is used to bathtube curve forming. Needful 
parameters β´ a η´ characterizing the interlay curve are 
obtained by cumulative probability graph after particular data 
groups import. 

Figure 2. Example of Cumulative probability graph 
 

Figure 3. Example of Failure rate graph 

On the figures 2 and 3 is displayed a standardized 
progression of given group failure rate. The results of 
automatic parameters estimation for particular groups need not 
to be always satisfactory, that is why it is necessary to adjust 
them by hand for proper form of failure rate curve (according 
to expert estimations). After standardized parameters 
recalculation into particular components parameters is obtained 
sufficient information for components failure rate progression 
modeling. For recalculation there is used the time 
transformation. The basic criteria for this transformation is the 
curve shape conservation and its proportional expansion to real 
values of mean time between failures computed from data. The 
time transformation is applied to Tri-weibull distribution 
parameters of each component:  

'
' MTTF

β β
η η

=
= ⋅

, (2) 

where β´ and η´ are original parameters of standardized 
distribution for component groups and MTTF is mean time to 
failure of particular component. 

III. AVAILABILITY AND COST MODEL 

A.. Model creation 

One of the basic efficiency indicators of steam turbine 
energy operation is availability, from which is possible to 
calculate specific technical fault liability. Time progress can be 
obtained by simulation according to real operation behavior. 
For implementation of availability model there is used module 
AvSim of software Availability Workbench. 

This module offers the tools for definition and editing 
of stochastic models string data structure in a several most 
widespread formalisms and hierarchical structured levels 
of components characterization to the component cause of 
failure level. 

Figure 4. Hierarchical structured levels of components 
 

In model structure point of view, there is used serial 
sequence principle of selected critical components reliability 
blocks (the particular components operational probability 
multiply themselves). Decisive aspect is certainly failure cause 
and effect ([4]). 

To model there can be assigned a various additional 
information and operational conditions including of costs 
specification, which are fundamental for cost model. This 
model is created in other module of AWB called RCMCost. 
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Simulation is proceeded by Monte-Carlo ([5]) method. There 
are discerned between the operational and failure condition.  
Availability is determine as relative ratio of operation duration 
and total time in view. A number of realizations of random 
processes are generated and resultant condition is computed as 
the mean. 

B. Planned maintenance effects on fault liability modeling  

For every component there exists parameters set, which 
represents failure origin probability distribution in Tri-weibull 
function form. Appropriate failure rate function representation 
is the best way how to characterize the risk progress of failure 
origin in time on similar conditions and presumptions, under 
them was the function derived from real failure data. 

Due to the information of the major part of the components 
technical lifetime the parameter estimation is achieved, which 
eliminates planned maintenance effect from data (at least 
in part). This effect can be modeled independently (in the 
various times). 

Effect of planned maintenance to the failure rate 
development is so-called age reduction from probability aspect, 
which developed a reduction of effective lifetime of every 
component and whole modeled equipment. 

The failure rate progress is changed by the planned 
maintenance implementation to the model in accordance to the 
original data. The simulation results should agree with the real 
data.  

Figure 5 shows the example of common component failure 
rate progress in calendar time – without planned maintenance, 
when failure rate curve follows up the bathtube curve and with 
planned maintenance, which is made every 5 years. 

Figure 5. Example of common component failure rate 

C. Model verification 

Because of small number of data reliable the stochastic 
distribution parameters estimations aren’t fully. That’s why it 
is not possible to consider the result of first simulations to be 
the final result. It is important to set up the common model so 
that the simulations results could be comparable with real 
condition of concrete equipment.  

Due to presumptions and hypothesis it is necessary to 
specify the model according to some stable characteristic 

of fault liability, which can be analyzed from data. Mean 
of year’s availability relating to whole monitored operational 
term is chosen as the verification characteristic. By the ratio 
of real availability (calculated from data) and simulation 
availability (estimated by model on the same conditions) the 
fault coefficient is determined. This fault coefficient is used for 
proportional optimization of the correction coefficient 
in accordance to statistical relevancy of number of data. 

D. Model correction 

The aim of correction is the linear reduction of the failure 
rate function value. Coefficient of correction depends on 
number of data for each component and it can be computed 
in accordance to formula: 

1
Q NK

N
+

=
+

, (3) 

where Q is optimization parameter, which is changed by ΔQ  
in every iteration, and N is real failure number of data, from 
which is estimated given parameter set. This computation is 
based on presumption, that unavailability increase because 
of added components failures is necessary for unavailability 
reduction compensation, especially for components from small 
number of data.  

Model parameters correction is based on transformation 
of stochastic distribution coefficients. In the case of 
exponential distribution the simplest way is multiplying by one 
parameter K – mean time to failure with correction: 

* ( ) 1( ) xx
K K MTTF

λ
λ = =

⋅
, (4) 

In the case of Tri-weibull distribution the situation is more 
complicated. It is necessary to multiply every term 
denominator, then total failure rate become reduced 
independently from time and curve form is saved. It is 
appropriate to make correction just for η coefficients in 
denominator. Calculation is made in accordance to formula: 

31 2

1 1 1
1 1 1 2 2 2 3 3 3

11 1
* 31 2

1 2 3

( )
( ) ( ) ( )

xx xx
K K K

ββ β

β β β β β β β β β

ββ β
λ

η η η
− − −

−− −

= + +
⋅ ⋅ ⋅

, (5) 

Result of iterative optimization is parameters of particular 
components failure model set correction. 

IV. AVAILABILITY AND COST SIMULATION, OPTIMIZATION  

For getting the close results after model correction and 
verification it is necessary to correct and completely 
characterize the availability and cost model from all 
perspectives (labour, spares, equipment, failure effects, prices 
etc.). Used software AWB has strictly defined needed 
resources and functionalities. The scheme of resources and 
functionalities can be seen on the figure 6. 

Simulations made by AWB are focused on fault liability 
indicator development location. There are randomly generated 
failure events in defined time horizon and number 
of realizations according to the required parameters.  
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Figure 6. Scheme of needful resources and functionalities of AWB 

The simulation results are mean values of availability in 
every particular period (1 year e.g.) in simulation horizon. 
According to project assignment the attention is concentrated 
on simulation of the history and prediction of availability and 
specific technical fault liability. Many parameters are set up  or 
adjusted according to the expert estimations. On the figure 7 
there is shown running of the specific technical fault liability in 
history. 

Figure 7. Common steam turbine availability simulation (history) 

Cost simulations and planned maintenance interval 
optimizations are made in RCMCost. Parameters of failure 
origin probability distribution for cost model are imported from 
AvSim module and additionally there are rated by cost every 
maintenance units and failure effects. Software enables the 
optimal interval calculation from the cost and from the 
availability perspective.  

Simulations are aimed at general and ordinary maintenance 
interval cost optimization. Optimal interval is a compromise 
between maintenance costs and costs to repair after failure (see 
fig. 8). 

Figure 8. Principal of cost optimization 

 It is very important to execute the sensitivity analysis, which 
can show the potential range of resultant characteristics for 
selected availability parameters estimation interval. Sensitivity 
analysis can be taken for relative change of mean time to  
failure of particular components, mean time of repair or for age 
reduction factor (it characterizes the quality of repair) changes 
– see fig.9. 

Figure 9. Sensitivity analysis of age reduction factor (ARF) 

V. CONCLUSION 

Fault liability modeling and simulations of condensing steam 
turbine described above is focused on availability and cost 
prediction (with the option to change the operational condition, 
particular terms and planned maintenance range). As the results 
it can be computed for example expected operational 
availability values, which could be used for power supply 
provision guarantee or as recommendation for planned 
maintenance optimal time and range. These resultant technical-
economic indicators are useful for turbine producers, which 
must guarantee the failure-free operation and service, and for 
users (energy companies), which can predict their own 
management conditions and the expansion planning.  
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VOLTAGE STABILITY ANALYSIS OF GRIDS CONNECTED WIND 
GENERATORS 
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Abstract 
 Wind generators can have a significant impact on the power flow, voltage profile and the power quality for 
customers and electricity suppliers. This requires a suitable tool to analyze the influence of wind generators on the 
distribution system. This paper presents a method to find the steady-state voltage stability region for each bus of a 
distribution power system, considering the presence of windpower generation. The maximum permissible load of 
each bus is calculated, so that it can operate with the voltage within the limits allowed by the power system utilities. 

Keywords: Wind generator, Voltage stability 
 
 
1.  Introduction. 

Recently wind power generation has been experiencing 
a rapid development in a global scale. The size of wind 
turbines and wind farms are increasing quickly; a large 
amount of wind power is integrated into the power 
system. As the wind power penetration into the grid 
increases quickly, the influence of wind turbines on the 
power quality and voltage stability is becoming more 
and more important. It is well known that a huge 
penetration of wind energy in a power system may cause 
important problems due to the random nature of the 
wind and the characteristics of the wind generators. In 
large wind farms connected to the transmission network 
(110 kV – 220 kV) the main technical constraint to take 
into account is the power system transient stability that 
could be lost when, for example, a voltage dip causes 
the switch off of a large number of wind generators. 

In the case of smaller installations connected to weak 
electric grids such as medium voltage distribution 
networks, power quality problems may became a serious 
concern because of the proximity of the generators to 
the loads. The existence of voltage dips is one of the 
main disturbances related to power quality in 
distribution networks. In developed countries, it is 
known that from 75% up to 95% of the industrial sector 
claims to the electric distribution companies are related 
to problems originated by this disturbance type. These 
problems arise from the fact that many electrical loads 
are not designed to maintain their normal use behaviour 
during a voltage dip. The aim of this paper is to conduct 
a voltage stability analysis using an iterative power 
system simulation package, to evaluate the impact of 
strategically placed wind generators on distribution 
systems with respect to the critical voltage variations 
and collapse margins. This paper concludes with the 
discussion of wind generators excellent options for 
voltage stability. 

2. Induction machines. 

Induction machines are use extensively in the power 
system as induction motors but are not widely used as 
generators. Despite their simplicity in construction, they 
are not preferred as much as synchronous generators. 
This is mainly due to the defined relationship between 
the export of P and absorption of Q. However, induction 
generators have the benefits of providing large damping 
torque in the prime mover, which makes it suitable for 
the application in fixed speed wind turbines. The fixed 
speed wind turbine uses a squirrel cage induction 
generator that is coupled to the power system through a 
connecting transformer as shown in Figure 1. Due to 
different operating speeds of the wind turbine rotor and 
generator, a gearbox is used to match these speeds. The 
generator slip slightly varies with the amount of 
generated power and is therefore not entirely constant. 

 
 
 
 
 
 

Figure 1: Modelling wind turbine connected grid 
 
However, because these speed variations are in the order 
of 1 per cent this wind turbine is normally referred to as 
constant speed. Nowadays, this type of wind turbine is 
nearly always combined with stall control of the 
aerodynamic power, although pitch-controlled constant 
speed wind turbine types have been built in the past. 
Induction machines consume reactive power and 
consequently, it is present practice to provide power 
factor correction capacitors at each wind turbine. These 
are typically rated at around 30 per cent of the wind 
farmcapacity. As the stator voltage of most wind turbine 
electrical generators is 690V, the connecting transformer 
of the wind turbine is essential for connection to the 
distribution network and should be considered when 

gearbox
vG
 G

PG ± QG 
Wind turbine

Grid
iG Induction 

Generator 
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modeling the electrical interaction with the power 
system [3]. 

3. Impacts of WGs. 

Connecting a generation scheme to a distribution 
network will affect the operation and  performance of 
the network depending on the scheme and rating of the 
generator itself. The impacts are as follows: 

 Power Flows 
 Voltage stability 
 Fault Analysis 
 Impact of WTs on the Networks 

 
3.1 Voltage Stability 

A system experiences a state of voltage instability when 
there is a progressive or uncontrollable drop in voltage 
magnitude after a disturbance, increase in load demand 
or change in operating condition. The main factor, 
which causes these unacceptable voltage profiles, is the 
inability of the distribution system to meet the demand 
for reactive power. Under normal operating conditions, 
the bus voltage magnitude (V) increases as Q injected at 
the same bus is increased. However, when V of any one 
of the system’s buses decreases with the increase in Q 
for that same bus, the system is said to be unstable. 
Although the voltage instability is a localised problem, 
its impact on the system can be wide spread as it 
depends on the relationship between transmitted P, 
injected Q and receiving end V. These relationships play 
an important role in the stability analysis and can be 
displayed graphically [1]. 

PV Curves 

When considering voltage stability, the relationship 
between transmitted P and receiving end V is of interest. 
The voltage stability analysis process involves the 
transfer of P from one region of a system to another, and 
monitoring the effects to the system voltages. This type 
of analysis is commonly referred to as a PV study. 

 

 
 

Figure 2: Charactic P-V 
 
The Figure 2 shows a typical PV curve. It represents the 
variation in voltage at a particular bus as a function of 
the total active power supplied to loads or sinking areas. 
It can be seen that at the “knee” of the PV curve, the 

voltage drops rapidly when there is an increase in the 
load demand. Load flow solutions do not converge 
beyond this point, which indicates that the system has 
become unstable. This point is called the Critical point. 
Hence, the curve can be used to determine the system’s 
critical operating voltage and collapse margin. 
Generally, operating points above the critical point 
signifies a stable system. If the operating points are 
below the critical point, the system is diagnosed to be in 
an unstable condition [5]. 

 

 
Figure 3: Charatic Q-V 

 
QV Curves 

Voltage stability depends on how the variations in Q and 
P affect the voltages at the load buses. The influence of 
reactive power characteristics of devices at the receiving 
end is more apparent in a QV relationship.It shows the 
sensitivity and variation of bus voltages with respect to 
reactive power injections or absorptions. Figure 3 shows 
a typical QV curve, which is usually generated by a 
series of load-flow solutions. Figure 3 shows a voltage 
stability limit at the point where the derivative dQ/dV is 
zero. This point also defines the minimum reactive 
power requirement for a stable operation. An increase in 
Q will result an increase in voltage during normal 
operating conditions. Hence, if the operating point is on 
the right side of the curve, the system is said to be 
stable. Conversely, operating points in the left side of 
the graph are deemed to be unstable [4, 5]. 

PQ curves. 

The maximum permissible loading of a system, within 
the voltage stability limit, is usually determined from the 
well known P−V curve or Q−V curve. The P−V curve is 
plotted for a constant power factor and the Q−Vcurve is 
plotted for a constant power. A series of computer 
simulations is required to generate a family of these 
curves [6]. There are other methods to find the voltage 
stability limit of a system, such as multiple load flow 
solutions, singularity criterion of the Jacobian matrix 
[7]. It is an established fact that the voltage collapse 
occurs when the system load increases beyond a certain 
limit. If the limiting values of P and Q are known, the 
voltage stability margin for a given operating point can 
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directly be determined. This requires the plotting of 
voltage stability boundary of the system in P−Q plane, 
however, using the limiting values of P and Q. To the 
best knowledge of the author, no such work has been 
reported so far that can determine the voltage stability 
margin using the P−Q curve. 

In this letter, the limiting or critical values of P and Q at 
the voltage collapse point are first determined and then 
used to plot the voltage stability boundary in P−Q plane. 
Unlike the conventional P−V or Q−V curves, no fixed 
value of power or power factor is used in generating the 
stability boundary [8]. Using the above curve, the 
voltage stability margin in terms of P, Q, or S (for a 
given power factor) can easily be determined when the 
initial operating point is known. Consider the equivalent 
π model of a distribution line connected between bus i  
and bus j as shown in Fig.4. 

 
Fig.4: The π model distribution line connected between 

bus i  and bus j 
 
We can formulate the relationship between injected 
current and voltage at any buses based on generalized 
ABCD parameters as follows: 

jiiii BIAVV +∠=∠ δδ  

where A = 1 + ZYc and B = Z. The complex form of A 
and B can be expressed as shown in (2). 

A = a1 + ja2 and B = b1 + jb2

The receiving end current, Iijr, can be expressed: 
( ) iiijrijrijr VjQPI δ−∠−= /  

Substitute A and B from (2) and Iijr from (3) into (1) 
resulting in (4). 
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The solution of (5) is the square of the receiving end 
voltage. Thus the receiving end voltage can be 
calculated from (6). 

a
acbbV j 2

42 −±−
=  

There are two solutions for (6), the lower solution lies 
on the lower part of the P-V curve and is unstable [4]. 
Thus, the available solution is a stable one on the upper 
half, which can be expressed as in (7). 

a
acbbV j 2

42 −−−
=  

The point where the two trajectories, i.e. stable and 
unstable lines, are joined is the nose or bifurcation point. 
In a dition, this is the point where the maximum power 
can be transferred, which is the condition . 
Substitute coeffcients of the quadratic equation from (4) 
into (7) and rearrange, we obtain (8). 
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The relationship between Pijr and Qijr of (8) is a locus of 
the collapsing point on the P-Q plane which separates 
the operating points into feasible and infeasible regions. 
The calculation method to obtain the predicted 
collapsing point can be illustrated in Fig.5. 

 
Fig.5:The predicted collapsing point calculation. 

 
3.2 Test Systems. 

Fig. 6 shows the simplified diagram of test system. It 
has 20 buses operating at the voltage of 12.47 kV, 19 
circuits/transformers, and the hypothetical wind power 
is connected at bus 20 at 0.69 kV. The detailed of the 
system is not showed but it has only one circuit of 138 
kV [4]. The power wind farm is a variable speed 
directdrive synchronous generator connected to the 
Point of Common Coupling, (PCC) by a full-load 
converter. It can be represented by a P-Q bus or a P-V 
bus, since it has the capacity to control the reactive 
power. 

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(1)
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Table 1. LINE PARAMETERS OF DISTRIBUTION 
SYSTEM IN PER UNIT ON 40 MVA BASE. 

Line number From To Resistance Reactance 
1 1 2 0.1196 0.1263 
2 2 3 0.125 0.1505 
3 2 9 0.0713 0.0185 
4 2 10 0.0664 0.0702 
5 3 4 0.0936 0.1129 
6 3 5 0.6294 0.7586 
7 5 6 0.3123 0.3766 
8 5 7 0.624 0.4947 
9 5 8 0.6559 0.5201 
10 10 11 0.0561 0.0592 
11 10 16 0.0859 0.0908 
12 11 12 0.0471 0.0496 
13 11 15 0.037 0.0095 
14 12 13 0.08 0.0844 
15 12 14 0.0257 0.0067 
16 16 17 0.0229 0.0059 
17 16 18 0.0286 0.0075 
18 19 1 0 0.28 
19 20 12 0 0.28 

 

TABLE II: DISTRIBUTION SYSTEM BUS DATA 
AFTER THE CONVERGENCE OF THE POWER 
FLOW. 

Bus 
number 

PL, 
MW 

QL, 
MVAR 

PG, 
MW 

QG, 
MVAR 

1 0.4 0.15 0 0 
2 0.4 0.15 0 0 
3 0.4 0.15 0 0 
4 0.5 0.2 0 0 
5 0.5 0.2 0 0 
6 0.6 0.25 0 0 
7 0.5 0.2 0 0 
8 0.5 0.2 0 0 
9 0.8 0.3 0 0 
10 0.75 0.3 0 0 
11 1 0.4 0 0 
12 2 0.85 0 0 
13 1 0.35 0 0 
14 0.75 0.3 0 0 
15 0.75 0.3 0 0 
16 1.5 0.6 0 0 
17 0.5 0.2 0 0 
18 0.5 0.2 0 0 
19 0 0 6.3 6.8 
20 0 0 7.5 0 

 
The loads are distributed considering the thermal limits 
of the conductors. The line parameters, loads and 
Generator data are at the Tables I and II. The load is 
increased with steps of 0.5% in all loads, starting from a 
normal operating point. The limits of the safe voltage in 
distribution buses are 0.95 to 1.05 per unit. The system 
was simulated considering two different scenarios. 

• First: the wind power generation is connected and 
operates as a P-Q bus with unit power factor. His 
particular operating point for actual operation state is PG 
= 7.5 MW and QG = 0.0 MVAR . The Wind Power can 
also be represented by a P-V bus with the reactive power 
limits, so that when the limits are reached, it becomes a 
P-Q bus. In modern wind turbine system it is possible to 
control the power factor, provides in this way, an 
additional source of reactive to help the power systems 
to control de voltage. 

• Second: without Wind Power Generation. 

Fig. 7, 8 show the first scenario and the second for the 
load buses 13 of the system. 

  
Fig.6: Distribution Power System Test. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Loading in bus 13 - Voltage stability region with 
the contribution of wind power. 
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Fig. 8. Loading in bus 13 - Voltage stability region 
without wind power. 

 
4. CONCLUSION 

A very efficient method is presented to determine the 
maximum permissible load that can be allowed in each 
bus of a distribution power system. To ensure the 
reliability of the results, a comparison between the 
proposed and a previous analytical method is carried out 
in a simple two bus system connected by a single 
transmission line. The results are very close and the 
proposed method was applied on a distribution power 
system. The presence of wind power is considered in 
order to analyze the effect of this generation on voltage 
operation and at the voltage stability limits. The voltage 
stability limit region and a sub-region in which the 
voltages at the bus are in acceptable ranges are defined 
for different power factors. For practical purposes, the 
PQ curves can be useful to determine the capacity of 
certain buses of the system to support an increasing in 
the load demand. Of course, to meet de new demand, the 
limits of secure voltages must be determined. P-Q 
curves can help the utilities in the choice the best point 
to connect the wind farms. 
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Abstract- In our research we are looking for alternative to 

solar cells based on silicon. We are using zinc oxide (ZnO) which 
is N type semiconductor instead of silicon. To reach PN junction P 
type polymer is used.  ZnO is in form of well aligned nanowires. 
Since the distance between nanowires is smaller than the mean 
free path of electrons almost all emitted electrons are collected. 
We use vapor-liquid-solid (VLS) method to create ZnO nanowires. 
Used substrate was sapphire, silicon and silica glass. Small solar 
cell was manufactured and its open circuit voltage under light was 
measured.  

I. INTRODUCTION 

Scientists all around the world are looking for new energy 

resources or are improving current techniques of conversion to 

electric energy. Conversion from sunlight is one of promising 

method. Except sufficient natural conditions, the growing price 

of silicon is one of its disadvantages. Conventional solar cell 

uses tree or comb structure of contacts to collect emitted 

electrons. These structure must be fine enough comparable 

with mean free path of electron. If not so, emitted electrons 

recombine inside the semiconductor material and are not 

generating desired current. One way how to collect all emitted 

electrons is to make the structure of contact very fine. In our 

case one of contacts is semiconductor zinc oxide in form of 

well aligned nanowires. Herewith collecting electrode is inside 

the structure of solar cell and makes active part of PN junction. 

In addition the structure of ZnO nanowires is very fine.  

Zinc oxide is transparent N type semiconductor material with 

wide direct band gap 3.4 eV at room temperature. This direct 

band gap is profitable for use in solar cell applications. Other 

properties of ZnO favorable for electronic applications include 

its stability to high-energy radiation and to wet chemical 

etching. Radiation resistance makes ZnO a suitable candidate 

for space applications (it corresponds to fact that solar panels 

are used as a power source) [4].   

 

II. EXPERIMENTS AND RESULTS 

There are many methods how to create well aligned structure 

of zinc oxide nanowires. We used vapor-liquid-solid method 

(see fig. 1) [1]. This method is very sensitive to the substrate 

because the principle of this method is based on epitaxial 

growth. It is necessary to have substrate with internal structure 

very similar to structure of zinc oxide, low lattice mishmash is 

required. Such we used silica glass, sapphire and silicon. The 

experiments were done also with ordinary lab glass, but the 

result was like expected (in means no structure of zinc oxide 

was created on it). The lattice mishmash also influences a 

structure of created nanowires layer. Sapphire as a material 

with internal structure very similar to one of zinc oxide allows 

the growth of perpendicular zinc oxide wires.  On the other 

hand on substrate made of silicon and silica glass the wires 

have disordered structure.  

In process of manufacturing of zinc oxide nanowires we put 

onto glass boat our substrate covered with gold film and near to 

the substrate we put mixture of ZnO powder and graphite 

powder (see fig. 4). This boat is given into the furnace with 

defined heating cycle (maximum temperature is 1100 ÷ 

1200 °C). Argon atmosphere was used.  ZnO powder is 

reduced by graphite to Zn vapor and CO/CO2. The Zn vapor is 

transported to substrate and creates alloy with gold. When the 

alloy (droplet) is saturated, Zn oxidizes with oxygen and 

nucleates under the Zn-Au alloy droplet. Such ZnO nanowire 

(with Zn-Au alloy tip) is formed. The position where nanowire 

will appear is selected by the presence of gold clusters. Such 

we can create pattern of zinc oxide nanowires. The thickness of 

gold which we use in our experiments is 2.5 nm. All substrates 

had dimensions 10x10 mm. 

 

 

 

 

 

 

 

 

Figure 1. Basic scheme of the VLS process in a tube furnace [2]. 

 

When the maximum temperature was kept for the duration of 

desired time the furnace is turned off and the cooling is 

provided under the natural cooling. When the temperature 

inside is near to the room temperature, the boat with our 

substrate is taken out of the furnace. 

The diameter of nanowire grown on silicon and silica glass 

was similar and was about 100 nm, on sapphire the nanowire 

was thicker with diameter about 350 nm (see fig. 2). The 

diameter of nanowire on the substrate depends on the thickness 

of gold cluster. Thicker gold cluster creates thicker nanowire.  
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The length of nanowires depends on the time during which 

the maximum temperature is applied. The type of substrate 

does not influence the length a lot. The time changed from 35 

to 60 minutes and the related length varied from 1 to 15 µm. 

Also the length of nanowires was not constant on the same 

substrate. For example on the same substrate a length of 

nanowires varied from 7 to 13 µm. That is obvious from the 

position of the substrate on the boat (see fig. 4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. SEM image of structure of ZnO nanowires on silicon substrate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. SEM image of structure of ZnO nanowires on sapphire substrate. 

 

The method of VLC growth is very sensitive. The furnace 

has to have temperature zones to reach temperature gradient to 

allow vapor of zinc to condensate. The result if layer of ZnO is 

created or not very depends on the position of our substrate and 

position of zinc oxide source inside the tube furnace. 

Droplet of polymer (P type semiconductor) is applied on the 

surface of substrate covered with ZnO nanowires and when the 

polymer is dried polymer and ZnO are contacted with silver 

varnish. Such created solar cell is on fig. 5.  

Used polymer as a P semiconductor was PEDOT 

(commercial name Clevios P by company H.C. Starck) with 

chemical name poly(3,4-ethylenedioxythiophene) 

poly(styrenesulfonate) aqueous dispersion. Different 

concentrations and thickness of polymer was tested. Polymer 

was dilute with distilled water to reach concentration 1:3, 1:5, 

1:8 (polymer : distilled water). Concentrated polymer was 

applied in different thicknesses. Different thickness was 

prepared such that we put drop of concentrated polymer on the 

substrate and we regulated the volume of concentrated polymer 

with syringe. Such we sucked out concentrated polymer but the 

diameter of created drop was same. That was very easy way 

how to control the thickness.  When dried the area was same 

but the thickness of polymer differed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Boat with mixture of zinc oxide and graphite on the sides, 

substrate is put in the centre of the boat. White part is reacted ZnO. Situation 

after heating cycle – substrate is covered with ZnO. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Realization of solar cell. 

 

 

Open circuit voltage of created solar cell was measured 

under light intensity 45 000 lx. Spectrum and intensity of light 

is on the fig. 6 (for comparison sunlight is depictured also). 

Reached open circuit voltage for each combination of thickness 

of polymer and concentration of PEDOT polymer is shown in 

Table I. After measuring open circuit voltage, thickness of 

polymer and zinc oxide layer was measured with using atomic 

force microscope. Measured values are in Table II.  
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Figure 6. Spectrum and light intensity of halogen lamp and sunlight in the 
laboratory. 

 

TABLE I 
OPEN CIRCUIT VOLTAGE OF SOLAR CELL WITH DIFFERENT THICKNESS OF 

POLYMER ON SILICON. LIGHT INTENSITY IS  45 000 LX. ALL VALUES ARE IN 

MILIVOLTS. 

 thickness of polymer 

conc. high medium low 

1:3 0.8 0.6 0.1 

1:5 0.6 0.2 0.2 

1:8 0.2   

 

TABLE II 
THICKNESS OF POLYMER AND ZINC OXIDE LAYER ON SILICON   

 

  thickness of polymer 

conc.  high medium low 

ZnO 7.05 9.4 12.75 
1:3 

poly 2.46 1.51 1.36 

  high medium low 

ZnO 9.87 13.61 9.58 
1:5 

poly 3.5 3.18 1.51 

  high   

ZnO 13.95   
1:8 

poly 5.08   

 

As shown in the table I, the highest open circuit voltage on 

silicon substrate was reached for polymer PEDOT 

concentration 1:3 (0.8 mV). That is why we decided to apply 

this concentration in case of using silica glass as a substrate. In 

case of silica glass we applied 4 types of thickness of polymer 

PEDOT in concentration 1:3. Thickness of zinc oxide 

nanowires layer was constant in all surface of our substrate and 

was 1.22 µm. Results of measured open circuit voltage are in 

Table III. Highest open circuit voltage was 0.9 mV and this 

was reached for thickness of polymer 2.3 µm (thickness of zinc 

oxide nanowires was 1.22 µm). Such we got highest open 

circuit voltage than in case of silicon substrate. We 

demonstrated that values gained in case of silicon substrate are 

not influenced by the material of substrate because we got 

maximum voltage comparable to one on silicon which is N 

type semiconductor. Silica glass is insulator. 

 

TABLE III 
THICKNESS OF POLYMER AND OPEN CIRCUIT VOLTAGE OF SOLAR CELL 

CREATED ON SILICA GLASS. LIGHT INTENSITY 45 000 LX. THICKNESS OF ZINC 

OXIDE  1,22 MICRONS.   

 

 thickness of polymer 

 high medium 1 medium 2 low 

polymer (µm) 3.44 2.3 1.83 0.99 

OCV (mV) 0.8 0.9 0.6 0.3 

 

PEDOT polymer was also applied on nanowires on sapphire. 

There was not measured any voltage. The reason is very simple. 

The nanowires are perpendicular and there are not in electrical 

contact.  

III. CONCLUSION 

 Organic solar cell based on layer of zinc oxide nanowires 

was created. N part of junction was zinc oxide, P part polymer 

PEDOT. Maximum reached open circuit voltage was 0.9 mV. 

Base material of substrate does not influence gained voltage, 

serves only as a substrate for creation of zinc oxide nanowires. 

It is not supposed to manufacture solar panels with method 

mentioned above (vapor-liquid-solid method) because this 

method is limited by material of substrate. Materials which 

serve as a substrate for creation of zinc oxide nanowires are 

expensive and the process is energy expensive. But with 

chemical methods we can create zinc oxide nanowires structure 

with very cheap way (cheap substrate, cheap chemicals, low 

temperature) [5, 6]. This method could be very promising for 

the future. Although the voltage for one cell is not very high, 

we are able to manufacture huge low cost solar panels which 

could be embodied to roofing or facade rendering of our houses.   
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Abstract- Paper describes the world’s first wind turbine 
system that rotates with cylinders which have spiral-shaped fins 
coiled around instead of common propeller-type blades. When the 
spiral cylinders catch the wind, rotating force is generated due to 
the aerodynamic properties caused by Magnus Effect. On the 
basis of experiments make by MECARO Co.Ltd it is possible to 
state that this type of power station is better than propeller type - 
more effective, cheaper the construction cost and stronger in the 
strong wind.  

I. INTRODUCTION 

The Magnus effect is the phenomenon whereby a spinning 
object flying in a fluid creates a whirlpool of fluid around itself, 
and experiences a force perpendicular to the line of motion and 
away from the direction of spin. The overall behavior is similar 
to that around an aerofoil with a circulation which is generated 
by the mechanical rotation, rather than by aerofoil action [1].  
In many ball sports, the Magnus effect is responsible for the 
curved motion of a spinning ball. The effect also affects 
spinning missiles, and is used in some flying machines. 

German physicist Heinrich Magnus first described the effect 
in 1853, but according to James Gleick [2], Isaac Newton 
described it and correctly theorized the cause 180 years earlier, 
after observing tennis players in his Cambridge College. 

A. Principle 
When a body (such as a sphere or circular cylinder) is 

spinning in a fluid, it creates a boundary layer around itself, 
and the boundary layer induces a more widespread circular 
motion of the fluid. If the body is moving through the fluid 
with a velocity V the velocity of the fluid close to the body is a 
little greater than V on one side, and a little less than V on the 
other. This is because the induced velocity due to the boundary 
layer surrounding the spinning body is added to V on one side, 
and subtracted from V on the other. In accordance with 
Bernoulli's principle, where the velocity is greater the fluid 
pressure is less; and where the velocity is less, the fluid 
pressure is greater. This pressure gradient results in a net force 
on the body, and subsequent motion in a direction 
perpendicular to the relative velocity vector (i.e. the velocity of 
the body relative to the fluid flow). 

B. Calculation of lift force 
The Kutta–Joukowski theorem relates the lift generated by a 

right cylinder to the speed of the cylinder through the fluid, the 
density of the fluid, and the circulation. 

Equation (1) demonstrates the manipulation of 
characteristics needed to determine the lift force generated by 
inducing a mechanical rotation on a ball. 

 

 lAVF ⋅⋅⋅⋅= 2ρ
2
1

 (1) 

 
F = lift force  
ρ = density of the fluid  
V = velocity of the ball  
A = cross-sectional area of ball  
l = lift coefficient  
The lift coefficient l may be determined from graphs of 

experimental data using Reynolds numbers and spin ratios. The 
spin ratio of the ball is defined as ((angular velocity * diameter) 
/ ( 2 * linear velocity)). 

For a smooth ball with spin ratio of 0.5 to 4.5, typical lift 
coefficients range from 0.2 to 0.6. 

 The lift coefficient can be approximated using the Thin 
Airfoil Theory or Lifting-line theory. 

 

II. MECARO 

MECARO Co. was founded in 1998 as MECARO Akita, 
and started as the company mainly dealing with designing and 
manufacturing machinery used in the production line of 
factories.  

Wind changes its course so irregularly in Japan that it is said 
that Japanese wind “pulsates”. Akita is a windy region with the 
wind blowing from Sea of Japan, and yet almost all the wind 
turbines standing here are foreign-made.  

With the collaboration of the partnership with the 
government, industry and academia, and four years of trial and 
error, they were finally able to transform the Magnus theory 
into the wind turbine. This was a moment when MECARO 
Akita came into being as the wind turbine manufacturer. 

MECARO Co., in Akita Prefecture (in northern Japan) 
launched large-scale production and sales of the Vortes-model 
wind turbine, in April 2007. It is the world's first wind turbine 
based on the principle of the Magnus effect, enabling the 
turbine to turn using lift generated by spinning cylinders with 
spiral fins instead of the usual propeller-like blades. 

The wind turbine effort of this company in northern Japan, 
where fairly stiff winds often blow, began when the Akita 
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government supplied its founder with information about efforts 
in Russia [3] (where turbine power generation has been 
ongoing for years) to use the surface effect for power 
generation. Mecaro carried out experiments on wind turbine 
generators and found a way to enhance the Magnus effect on 
the wind turbine "blade" surface by making "striations" on it. 

The effect had been identified several centuries ago in 
Europe, but Mecaro made an adaptation for wind turbine use 
wherein "fins" arrayed into a spiral design were added to 
cylinders that have replaced conventional blades. The five-
cylindered product markedly improves wind power generation 
efficiency even if rotated at a slow pace and furthermore can 
withstand gale force weather. Moreover, it is responsive to the 
wind's fluctuations while also being quieter than other turbines 
available, since the greater lift provided by the fins allows for 
lower speed rotation of the propellers. 

Theoretical analysis had not been fully developed on the 
Spiral Magnus turbine, so the Japanese firm then contacted the 
NASA Ames Research Center in California in order to utilize 
their giant wind tunnel for testing, which was conducted in 
January and February of 2007. The results verified the efficacy 
and safety of the system. More improvement work is being 
carried out with assistance from Kogakuin University as well 
as the University of Tokyo. Mecaro has obtained patents in 
Japan and Korea in relation to the Spiral Magnus turbine, in 
addition to having other applications pending elsewhere. 

According to New Energy and Industrial Technology 
Development Organization (NEDO) which partially subsidized 
the Mecaro endeavor, there are more than a thousand wind 
turbine power generators operating in Japan now, but problems 
such as noise pollution and the need to comply with new 
building codes to ensure such facilities can withstand typhoons 
as well as tremors have cropped up recently. 

Considering that other Asian countries prone to typhoons, 
cyclones and other natural phenomena would still want to 
make use of wind power, it is foreseen that the Mecaro system 
will soon gain adherents outside of Japan. 

The lift of the Vortes is four times that of conventional 
propeller-type wind turbines, and the turbine operates at any 
wind speed. Thanks to the greater lift, its rotational speed can 
be lowered to around 25 percent of that of propeller-type 
turbines, resulting in lower noise levels. 

Its cylindrical, durable blades and low rotational speed 
reduces this wind turbine's vulnerability to damage caused by 
aerial objects. In addition, since the spinning cylinders are 
controlled depending on wind speed, the Vortes can operate 
without a brake, and there is no concern about excess rotational 
speed in the case of strong wind--another safety feature. These 
technical improvements make it possible to install the Vortes 
even in or near residential areas, where there would otherwise 
be noise or safety concerns. 

Until now, wind power generation has not been considered a 
viable investment for electricity generation except for large 
megawatt-scale turbines. In the case of a 10 kilowatt turbine 
(equivalent to electrical power consumption of five or six 

typical households), however, the Magnus wind turbine has 
succeeded in reducing the power-generating cost to 45 yen 
(about U.S. 38 cents) per kilowatt, below the cost of solar 
power generation. 

III. PROPELLER TYPE WIND TURBINE 

A common propeller type wind turbine catches wind by the 
propeller-shaped blades, and rotate the rotor Fig. 1. 

Propellers pick up the wind and generate aerodynamic lift 
Fig. 2 (lifting force / rotating force). Fig. 3 shows influence of 
Wind Flux Distribution. 
 

 
 

Figure 1. A common propeller type wind turbine. 
 

 
 

Figure 2. Aerodynamic lift. 
 

 
 

Figure 3. Influence of Wind Flux Distribution. 
 

IV. SPIRAL MAGNUS WIND TURBINE 

Spiral Magnus is the world’s first wind turbine system that 
rotates with cylinders which have spiral-shaped fins coiled 
around instead of common propeller-type blades. When the 
spiral cylinders catch the wind, rotating force is generated due 
to the aerodynamic properties caused by Magnus Effect. With 
this principle applied, Spiral Magnus is a product with high 
power generation capability and safety. 
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Each of the five blades (cylinders) of Spiral Magnus Wind 
Turbine spins driven by the built-in motor and wind blowing 
through the cylinders rotates the rotor (Fig. 4). 

 
 

 
 

Figure 4. Spiral Magnus Wind Turbine. 
 
 

This system uses a mechanism to generate more lift (lifting 
force / rotating force) from the wind power captured by the 
cylinders by effectively utilizing the aerodynamic properties of 
Magnus Effect (Fig. 5). 

 

 
 

Figure 5. Aerodynamic lift of Magnus Effect. 
 
 

Each cylinder alone can produce small power, but the five 
cylinders working together can generate enough power to 
rotate the wind turbine that has a heavy generator in it. The 
aerodynamic lift force works in the same way on a propeller-
type wind turbine and an airplane although the force is created 
differently. Fig. 6. shows influence of Wind Flux Distribution. 

 

 
 

Figure 6. Influence of Wind Flux Distribution. 

V. HISTORY 

The first application was a power ship. 1852 A German 
scientist Heinrich Gustav Magnus discovered the phenomenon 
of the Magnus Effect. 1926 A German-born aviation engineer 
Anton Flettner built a rotor-ship harnessing the power of 
Magnus Effect to make the ship move, and made a successful 
voyage across the Atlantic (Fig. 7). 
 

 
 

Figure 7. Anton Flettner’s  rotor-ship. 
 

1983 The Barrel-blade windmill experiment in U.S. (Fig. 8) 

 
 

Figure 8. Hanson's Wind Turbine. 
 

 Since then, many countries have tried to develop the 
cylinder-blade windmill, but have not been successful to put 
into practical use. There was a problem to overcome that the 
smooth surface of the cylinders required top speed spinning of 
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the cylinders, which consumed more power than the wind 
turbine could generate. 

 MECARO tried to solve this problem by coiling the spiral 
fins around the cylinders, and tested at Akita Prefectural 
University (Fig. 9). 
 

 
 

Figure 9. Spiral Magnus. 
 
Result was that lifting forces gained from the spiral cylinders 

was several times larger than those from non-spiral cylinders 
(Fig. 10). 

 

 
 

Figure 10. Data per one cylinder. 
 

That is because the spiral fins capture more of wind stream, 
and effectively harness the wind as the lifting force. Based on 
this finding, there were good possibilities that they might be 

able to develop an efficient wind turbine that is safe and stable 
with low rotational speed, and yet capable of generating high 
power. From this point, we set out our long, process of trial and 
error and evolution. 

VI. APPLICATION 

Spiral Magnus is less intimidating because rotational speed 
is about a one-sixth of common propeller types. Noise level is 
so low that you can hardly hear it through the breeze of natural 
wind. There is less chance of bird strike because of the slow 
rotational speed. 

The rotating cylinders (blades) have excellent power 
generating stability since they are automatically optimized to 
various wind velocities for efficient wind capturing. The 
generating capacity is determined reflecting Japan 
characteristic wind pattern of fluctuating air stream and wind 
velocities, based on actual field data accumulated through 
proof tests at Ogata Village, Akita. 

There are two possibilities of connection to system:  
1) On-grid System (Interconnection Type) - system 

interconnects Commercial Power Supply, working as Sub 
Power Supply for Factory or Building  

2) Off-grid System (Stand Alone Type) - system is working 
as Stand-alone Type Power Supply, or Emergency Power 
Supply. 

 

VII. CONCLUSION 

The experiment plant of 11.5 m in diameter was constructed 
in the Akita Prefecture Ogata village Japan for the proof of the 
power generation efficiency of a new Magnus Windmill. 

There is a big feature that a new Magnus Windmill is better 
than past propeller type wind power generation the power 
generation efficiency and cheaper the construction cost. A 
wind turbine with Magnus effect can be used in a wide range 
of wind velocities including storm winds. 

Application of the Magnus Effect is a relatively new area 
which still leaves plenty of room for analysis to be made. In 
parallel with commercializing product, MECARO will 
continue to work on the analysis through the joint research 
with Tokyo University and Kogakuin University in their 
pursuit of product innovation. How can be further improved 
efficiency? What shape shall be ultimately perfect? These are 
the questions we are seeking answer for. 
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Abstract-Every interconnection must be operated so that the 
system frequency is maintained at given setpoint and all control 
areas of the interconnection meet their active power exchange 
obligations. Compliance with reliability standards is required. 
The paper discusses performance indices and standards 
definitions used in North America and Europe (synchronous 
interconnection of 24 European countries joining UCTE - Union 
for the Co-ordination of Transmission of Electricity) with the aim 
of choosing the most appropriate set. A particular example of 
indices and standards applied for the Czech control area of the 
UCTE interconnection including their use in Ancillary Services 
planning is provided.*

I. INTRODUCTION 

Generation and load in an electric grid must be balanced to 
assure stable grid operation. New power market conditions 
resulting from the process of liberalization and privatization 
dramatically changed the responsibilities of power generation 
companies, transmission owners, dealers and other market 
players. The process of transfer of ownership and operation of 
all high-voltage transmission lines to a regional power pooling 
and transmission entity with no interest in generation has been 
completed in North America and Europe where linkages 
between distribution, transmission, and generation occur across 
markets – regulated and unregulated – rather than through 
internal organization. The ultimate instance assuring stable 
frequency and defined power flows in the grid are balancing 
authorities responsible for individual control areas. Operation 
of control areas should be orchestrated so the cooperation, in 
terms of exchange of balancing power, is mutually balanced, 
otherwise penalties apply. 

The state of the power system is described by the frequency 
error of the interconnection Δf and an area control error 
ACEarea. Additionally the area net interchange error ΔParea 
might be also considered. The system frequency error is 
calculated as 

actual desiredf f fΔ = −  , (1) 

and each control area calculates the Area Control Error (ACE) 
as an inadvertent interchange less frequency bias 

(area actual scheduled

area area area

ACE Interchange Interchange
K f P K f

= −

+ Δ = Δ + Δ

)

                                                          

 (2) 

 
* This work was supported by the Ministry of Education of the 
Czech Republic under the project 1M0567 and by the Czech 
TSO under the project “Reliability and economy of system 
services”. 

where  Karea in MW/Hz is an amount of power that would be 
theoretically released through automatic primary control in 
generators when the system frequency drops 1Hz from the 
scheduled value. Karea is the frequency bias setting for the area. 
Interchangeactual is the sum of active power measured on all tie-
lines and Interchangescheduled is the desired, scheduled value. 
Interchange is positive when the area is exporting, area 
generation exceeds area load. Note that the standard formula 
for calculating ACE [1] uses frequency bias coefficient BBarea in 
MW/0.1Hz (a negative number, not necessarily constant) rather 
than K-factor with the obvious relation 

10area areaK B= −  . (3) 

The load at each time instant is a random variable and this 
randomness penetrates to the variables measured and 
monitored, such as interconnection frequency and the active 
power flows on the tie lines. 

These variables are assumed to be random processes 
described by the mean value and variance. The correlation 
between frequency error and ACE of the area is chosen as a 
metric of each area’s control performance. We need to impose 
an upper bound on that correlation whereas we need not care 
about the negative correlation since it indicates a favorable 
performance of the particular area. 

The generic performance criterion considered says that the 
expected correlation between interconnection frequency error 
and the area’s ACE should be bounded by the allowed 
frequency discursion and the required frequency bias of the 
area: 

{ } ( ) ( )21 1 1 1 1( ) ( ) ( ) ( 10 )  area area areaE f ACE std f K std f std f BΔ ⋅ ≤ Δ ⋅ ⋅ Δ = Δ ⋅ −

 
E

perator are going to be discussed in the following 
chapters. 

RDS 

, 
where index 1 means a clock-minute (1 minute) average of the 
respective variable. The operator E{⋅} is an expected value and 
std(⋅) stands for standard deviation of the argument. The 
principle forms the basis of currently applied standards in 
North America’s interconnections and is followed by

(4) 

uropean’s UCTE interconnection in an indirect way as well. 
Similarities and differences between performance standards 

used in the above mentioned interconnections and a particular 
example of standards adopted by the Czech Transmission 
System O

II. PERFORMANCE STANDA
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A. Performance Standards in North America 
Today, North American Electric Reliability Corporation 

(NERC) defines three Control Performance Standards (CPS) 
fo

 led to the 
development of C e from the need to 
criteria whose fulfillment would eq bly divide responsibilit  

T T

r the assessment of control areas generation control 
performance: CPS1, CPS2 and DCS [1]. All control areas in 
North America implemented CPS by 1998. 

The motivation to develop the theories that
PS1 and CPS2 cam find 

yuita
between control areas for satisfying the condition 

{ }RMS f εΔ =  , (5) 

w

 averages of 
a control  divided by its K-
factor tim nute averages of
frequency error shall be less than a given constant 

here ΔfT is average frequency error over T minutes, εT is the 
target to be chosen by the interconnection and RMS stays for 
root mean square error. 

CPS1 requires each Balancing Authority to operate such that, 
on a rolling 12-month basis, the scaled average of clock-minute 
averages of the ACE of the area multiplied by the 
corresponding clock-minute averages of the interconnection’s 
frequency error is less than a specific limit. CPS1 is a statistical 
measure of ACE variability. CPS1 measures ACE in 
combination with the interconnection’s frequency error. The 
CPS1 requires that the average of the clock-minute

 area’s ACE over a given period
es the corresponding clock-mi  the 

21
Period 1 1AVG area

area

ACE
f

K
ε

⎡ ⎤
Δ ≤

constant ε1 in Hz is derived from the targeted frequency 
bo

ited by the upper bound 

⎢ ⎥
⎣ ⎦

 . (6) 

The 
und (the targeted RMS value of one-minute average 

frequency error based on frequency performance over a given 
year). 

CPS1 measures control performance by comparing how well 
a control area’s ACE performs in conjunction with the 
frequency error of the entire interconnection. Criterion (7) can 
be viewed as a correlation between ACE and Δf. Posit  
correlation means undesired performance (the area control 
error contributes to the frequency deviation from the desired 
value) and is therefore lim 2

ive

1ε . 
N

easure of ACE magnitude designed to 
oversight 

t c
result from large ACE: 

egative correlation occurs when ACE helps to compensate 
the total ACE of the interconnection and is helping to offset the 
system frequency deviation. 

CPS2 is a statistical m
bound ACE ten-minute averages and provides an 
function to limit excessive unscheduled power flows tha ould 

10_minute 10

10

AVG ( ) 1.65area area interconnectionACE K K

L

ε≤

=
 , (7) 

where Kinterconnection is the sum of K-factors in the entire 
interconnection and ε10 is the targeted RMS of ten-minute 
average frequency error. Each Balancing Authority shall 
operate such that its average ACE for at least 90% of clock ten-

calendar month is within a specific limit, referred to as L

minute periods (6 non-overlapping periods per hour) during a 

ally derived ten-minute average ACE limit. 
A

rbance 
or

00% of the time. 
E

ans 
th

s those purchasing control services 
m ificant penalty given new 

tiary control doesn’t run in automatic 
m

standard deviation of ACE is used 

10. 
which is a statistic

nalysis and further discussion on CPS1 and CPS2 can be 
found in [5, 6, 7]. 

The purpose of the Disturbance Control Standard (DCS) is to 
ensure the Balancing Authority is able to utilize its contingency 
reserve to balance resources and demand and return 
interconnection frequency within defined limits following a 
reportable disturbance. The application of DCS is limited to the 
loss of supply and does not apply to the loss of load. A 
disturbance is defined as any event that is ≥80% of the 
magnitude of the control area’s most severe single contingency. 
A control area is responsible for recovering from a disturbance 
within 10 minutes by recovering the amount of the distu

 returning ACE to zero. A disturbance is not reportable if it is 
greater than the control area’s most severe contingency. 

Control area must comply with the DCS 1
xtra reserves must be carried for the quarter following the 

quarter in which the non-compliance occurs. 
Each control area can meet the CPS standards by any me
ey wish. Some balancing authorities developed AGC logic 

that allows meeting CPS and DCS standards automatically. 
A control area not meeting the CPS is not allowed to sell 

control services to other parties external to its metered 
boundaries. This impact
fro  this control area. This is a sign
operating environments. 

B. Performance Standards in Europe 
Speaking about Europe we focus on the largest European 

interconnection, the UCTE. According to the UCTE Operation 
Handbook (OH) [2] the individual ACEarea needs to be 
controlled to zero on a continuous basis in each control area. In 
addition, frequency deviation should decay to the given 
setpoint in less than 15 minutes and any power outage should 
be compensated accordingly. Both large and/or long lasting 
ACE deviations should be avoided as much as possible. No 
additional explicit requirement on ACE behavior is explicitly 
defined. This is because UCTE requires each Balancing 
Authority to apply well defined characteristics of the primary 
frequency control loops distributed throughout each area and 
an area secondary load-frequency controller characteristics are 
prescribed as well so the method used by generators and TSOs 
is not arbitrary. The only parameter that can influence meeting 
the general OH requirements would be the amount of 
regulation reserve available for primary and secondary control 
and also the level of tertiary reserves available to restore the 
capacity of the secondary load-frequency control so it does not 
operate close to the saturation level set by the reserved capacity. 
In addition, as the ter

ode, the use of tertiary reserve depends on the dispatch rules 
of the TSO’s operator. 

The general quality requests are sometimes specified in more 
rigorous way by individual balancing authorities for their 
internal use. An example specification is described in the next 
section. The mean and the 
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sometimes for comparing operations of control areas of a 
si

 are constant and 
mpliance req  gets adapted 

ccording to area’s 
TA

 

 = 
iod. 

ngle interconnection [3]. 

C. Performance Indices Adopted by Czech TSO 
Performance indices introduced and used by the Czech TSO 

were designed at the time when Czech Republic was part of the 
CENTREL control block of the UCTE (CZ,HU,PL,SK). 
Internally, there were strict requirements every TSO had to 
follow. In addition to the UCTE’s OH, |ACE1| should be kept 
below 100MW and |ACE60| below 20MW. These requirements 
formed the basis for introducing indices for the CZ TSO. 

The important principle, which is by the way adopted in 
setting limit values for CPS1 and CPS2 criteria, is that the grid 
performance should not deteriorate in time. Calculating 
individual performance indices on historical data and periods 
where the grid operation was generally considered to be 
satisfactory, gives the indices setting which we wouldn’t like to 
exceed in the future. CPS1 and CPS2 set the limit values in 
relation to the area’s K-factor, which distributes the 
responsibility of balancing authorities throughout the 
interconnection on fair and well defined basis.  

Seven indices describing reliability are defined in [8] and 
shown in Table I. Indices rACE1 and rACE60 are statistical 
measures of ACE having relation to NERC’s CPS2. rACE1t is 
linked to UCTE requirement on frequency recovery in less than 
15 minutes after a forced generation unit outage and thus it is 
related to NERC’s DCS index. 

While NERC’s CPS2 limit L10 gets adapted and may change 
from year to year and stationary 90% compliance is required 
over years, CEPS’ limits L  and L1 60

uired is not stationary andco
a recent performance  

BLE I – CZ Performance Indices 

1rACE  % 
Probability that the absolute average value of one-
minute (clock minute) averages of ACE exceeds L1
100 MW over given per

60rACE  % 
Probability that the absolute average value of one-
hour averages of ACE exceeds L60 = 20 MW over 
given period. 

1trACE  % Probability of arriving Events*) over given period. 

1ACEμ  MW Average value of one-minute averages of ACE over
given period. 

 

1ACEσ  MW  Standard deviation of one minute averages of ACE
over given period. 

60ACEσ  MW ages of 
over given period. 
Standard deviation of one hour aver ACE 

EventE  MWh Summed energy (absolute value) of all Events 
recorded over given period. 

*) The Event shown in Figure 1 is defined as ACE1 exceeding 
L1 for at least 10 consecutive minu tes. Errors exceedin
a

g L1 
l ing for less than 10 minutes are not counted. Event energy 
is calculated from ACE1 time series. 

 

T II) 
are determined st is rds of ACE. 

TABLE II –Settings fro t ACE evaluation approved by the TSO 
 

Perfo ndex Lim

st

 
 
 
 

 
 

Figure 1. Event identification. 
he limit values for CEPS’ p rformance standards (Table e

atistically from h torical reco
m recen

rmance i it value 
rACE1 3.8    % 
rACE60 2.2    % 
rACE1t 0.053% 

Let’s define CZ performance standards in the way reminding 
NERC’s CPS and DCS standards. 

CPSCZ1 is designed to bound ACE one-minute
ive

 averages an  
provides an oversight function to limit excess  unsched
po

CZ2
unschedu

power flows that could result from large and/o onger las
A

CZ On the other 
d l  num portabl  disturbances are taken into 

acco
 

d
uled 

wer flows that could result from large ACE: 

1_minute 1AVG ( ) L 100MWareaACE ≤ =  . (8) 

Czech TSO shall operate such that its average ACE for at 
least (100-rACE1)% of clock one-minute periods (60 non-
overlapping periods per hour) during a calendar year is within a 
specific limit, referred to as L1. 

CPS  is bounds sixty-minute averages of ACE and 
provides an oversight function to limit excessive 

r l
led 

ting 
CE: 

60_minute 60AVG ( ) L 20MWareaACE ≤ =  . (9) 

Czech TSO shall operate such that its average ACE for at 
least (100-rACE60)% of clock one-minute periods (60 non-
overlapping periods per hour) during a calendar year is within a 
specific limit, referred to as L60. 

DCSCZ ensures that the TSO is able to utilize its contingency 
reserve to balance resources and demand and return ACE 
within defined limits following a reportable disturbance that is 
any disturbance resulting in ACE exceeding L1 limit both for 
loss of generation as well as loss of load. A control area is 
responsible for recovering from a disturbance within 15 
minutes in at least (100-rACE1t)% of fifteen-minute periods (4 
non-overlapping periods per hour) during a calendar year by 
returning ACE below L1.  

While control area must comply with NERC’s DCS 100% of 
e time, the compliance with DCS  is weaker. th

han arger ber of re e
unt because the L1 limit is set much lower.  

III. USE OF PERFORMANCE INDICES AND STANDARDS 

In order to determine power reserves in the form of AS, 
which would technically suffice for proper power balance 
control with acceptable reliability, it is necessary to refer to 
reliability standards. The principle of using performance 
indices rACE1 and rACE60 for determining total reserves 
needed to guarantee that the control area will perform 
according to the standards is shown in Figure 2 illustrating how 
total minimal volumes of power reserves min 0RZ+

10 minutes

Event energy [MWh]

10 minutes

0

L1=100MW

Event

time

ACE

10 minutes

Event energy [MWh]

10 minutes

0

L1=100MW

Event

time

ACE

Σ ≥ and 
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min 0RZ−
Σ ≥  are determined from the cumulative distribution 

function of ACEOV, estimated ACE of the uncontrolled area. 
According to the reliability standards, the absolute value of 
ACE is allowed to exceed the threshold 100 MW in rACE1 % 
of cases during the defined period. If this splits s ally 

 and negative values, ACE
ymmetric

to positive OV higher than 100MW 
should be compensated by the control reserves except for (100-
rACE1/2)% of cases. Hence, we need at least min 0RZ+

Σ ≥  and 
min 0RZ−

Σ

curve 1) 
to he one of controlled area (curve 2). Legend attached to 

 3 shows how to read the information described by the 
pr bability distribution function associated with ACE. 

 

 
 

slow ACE variations. 
Th

which reflects the fact that the behavior of ACE 
al

d temperature, such as in 
spring or fall. 

More information on ty standards in power 
re

how the area’s balancing authority manages its ACE. Keeping 

Handbook, is more 
re

 practical needs of the ISO/TSO not only for 
pe

he year 
2007 was over 100% having 

≥  reserves to meet the standards of reliability, the 
level of which is derived from the control area satisfactory 
performance in the past provided by Table II. Reserves 
decrease number of occasions when ACE violates the threshold 
illustrated in Figure 2 by changing the shape of the probability 
distribution  function of ACE of the uncontrolled area (

 t
point

o
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2. Cumulative distribution function of the open-loop ACE and its use. 

The secondary reserve RZSR
 

min should compensate for the 
fast variations of the open-loop ACE and the tertiary reserves 

minRZTR+  , minRZTR− compensate for the 
e minimal needs of these services are determined similarly 

to the total needs but with utilizing cumulative distribution 
functions of ACEOV_slow and ACEOV_fast.  

The values of the minimal AS requirements are in the form 
of time series, 

so varies; typically, it is more uncertain in “transitions 
periods” with changeable weather an

 the use of reliabili
serve planning can be found in [4]. 

IV. CONCLUSION 

NERC’s CPS1 offers a system wide approach which favors 
behavior leading to better overall system performance while 
allowing more freedom to individual areas concerning the way 

ACE as close to zero as possible at all times, as implicitly 
demanded by the UCTE Operation 

strictive as it does not count for solidarity exceeding the level 
provided by primary frequency control.  

The question what performance standards are better suited 
for practical needs, those used in North American or European 
interconnection, is difficult to answer as technical and market 
conditions differ. There is, however, no much difference in the 
performance of the interconnection when looking at the RMS 

 
frequency performance over a given year for instance, 

1 _ 2007 21mHzUCTEε = , 10 _ 2007 17mHzUCTEε = , 1 _1998 18mHzEasternε = . 
The Czech performance indices were not originally linked to 
NERC’s CPS1, CPS2 and DCS standards, however a link 
between them exists. Thorough investigation is carried out to 
find limitations of both sets and decide what indices are more 
relevant to

value of one-minute average frequency error based on

rformance monitoring but also for Ancillary Services 
planning. 1

Note that Czech Area compliance with CPS1 for t

2 21
12_month 1 1AVG 0.00042Hz < 0.00044HCZ

UCTE UCTE
ACE

f
K

ε
⎡ ⎤ 2z

CZ
Δ =

⎣ ⎦

  (10) 

and the minimum compliance with CPS2, wher

=⎢ ⎥

e 

10 101.65 101 MWCZ UCTE CZ UCTEL K Kε= =  , (11) 

was 98.2%, which is much better than the required 90% in 
DCS. U  providesing (11) for calculating L1CZ and L60CZ s the 
following result 

1 60122.4 MW, 61.4 MWCZ CZL L= =  . (12) 

This result indicates that CENTREL’s limits L1=100MW and 
L60=20MW for CZ were rather strict. On the other hand 
compliance with limits (12) would be required in DCS monthly 
w

The paper opens the  selection and use of 
performance standards in large in nections. 

hile compliance with CENTREL limits was required on 
yearly basis only. 

 discussion on
tercon
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Abstract- The paper presents results of measurement of 
electromagnetic wave shielding effectiveness by shields based on 
Fe73,5Cu1Nb3Si13,5B9 soft magnetic material in nanocrystalline and 
amorphous form. Manufactured shields were characterised by 
good elastic properties. The research was carried out in frequency 
band of 300 MHz – 1 GHz. The highest shielding effectiveness was 
obtained for sample made of amorphous tape - at frequency of 
700 MHz it equals 42 dB. 

I. INTRODUCTION 

Present economic development causes considerable 
electromagnetic (EM) radiation emission growth. The source of 
this emission are not only TV/radio stations, radar systems but 
also different kinds of technical devices [1, 2]. Intensive 
growth of demand for electric energy, its transmission and 
development of electronic, telecommunication and information 
technology result in significant increase of electromagnetic 
distortion in human environment. In their everyday life people 
incessantly meet with a lot of devices such as microwave ovens, 
screens, inductive heaters, alarms, mobile phones etc. which 
emit electromagnetic radiation. The cables supplying electric 
energy for receivers as well as wires used for information 
transfer are also sources of EM radiation. 

To minimize the effect of electromagnetic radiation on living 
organisms usually various types of shields are used. An 
electromagnetic radiation shield limits the flow of 
electromagnetic field between two locations (one with EM 
field and the other without it), by separating them with a barrier 
made of material with specified electric and magnetic 
properties. Typically it is applied to enclosures, separating 
electrical devices from the 'outside world', and to cables, 
separating wires from the environment the cable runs through. 
The application of shields with proper electric conductivity σ, 
permittivity ε, magnetic permeability µ and appropriate 
thickness ensures harmonic coexistence of electromagnetic 
environment with systems and devices which are the part of 
this environment [3, 4, 5]. 

In Electrical Institute Division in Wroclaw research work is 
carried out concerning new composite materials designed for 
EM shields. The investigation, among others, is focused on 
developing of magnetic filler for warp in form of 

nanocrystalline and amorphous materials. High-tech nano- and 
micro- fillers added to polymer warp due to their shielding, 
elasticity and easy forming properties can be applied for cables 
and wires shielding or as kits protected from EM radiation.  

 
materials 
In the experiment the amorphous soft magnetic tape of 

Fe73,5Cu1Nb3Si13,5B9 was used for preparation of 
electromagnetic radiation shields. A part of this tape underwent 
thermal treatment at temperature of 510 °C in argon 
atmosphere to obtain magnetic nanocrystallites of - α-Fe(Si) 
embedded in amorphous matrix. Magnetic properties and 
shielding effectiveness were examined for both amorphous and 
nanocrystalline tapes. Magnetic measurements at frequency of 
50 Hz were performed by means of computerized measuring 
system MAG-RJJ-3.0.  

Figures 1 – 2 present the hysteresis loops and total specific 
loss of examined materials.  

Test results indicate that nanocrystalline tape is characterized 
by lower coercivity (Hc < 1 A/m) and total specific loss than its 
amorphous precursor. Crystallization process resulted also in a 
growth of magnetic permeability and saturation induction of 
material. Saturation induction of amorphous tape amounts of 
0.6 T whereas this value for nanocrystalline tape amounts to 
about 1.2 T. Initial permeability of examined tape after thermal 
treatment increased by about 5 times and reached µi≈100 000. 

II. EXPERIMENT 

The EM shields based on amorphous material were prepared 
in form of a tape with thickness of 20 µm and width of 10 mm 
glued onto thin sheet of paper. The tape strips were arranged in 
such way to eliminate the gaps between the adjacent strips. 

Nanocrystalline tape due to its high brittleness can not be 
applied in form of tape strips. Therefore it was pulverized. The 
particle size after milling was lower than 80 µm. For reference 
purpose the amorphous tape was also milled. Final powders 
dispersed in resin was spread onto textile material and paper 
sheet. Its mass density on surface amounted to 12 mg/cm2. The 
sample with addition of carbon fibers dispersed in the same 
type of resin as in case of basing powder was also 
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manufactured. The shields obtained in such way were 
characterized by good elastic properties. 
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Fig. 1. Hysteresis loop of Fe73,5Cu1Nb3Si13,5B9 alloy in amorphous and 

nanocrystalline form 
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Fig. 2. Total specific loss of Fe73,5Cu1Nb3Si13,5B9 alloy in amorphous and 

nanocrystalline form (f = 50 Hz) 
 
Shielding effectiveness of examined materials was measured 

according to MIL-STD 285 American standard [6]. 
Transmitting and receiving antenna were situated at a distance 
of 3 m from each other in shielded room. Receiving antenna 
with wooden support was placed in brass housing which was 
padded inside of ferrite layer. A sample was fixed in opening 
cut in one of housing side. At first a background measurement 
(without the sample) was made. In next step, the examined 
samples were placed in housing and their shielding 
effectiveness was tested. For shields based on amorphous tape 
the tests were conducted for samples with and without thin 

layer of copper foil (0.1 mm and 0.2 mm). The research was 
carried out in frequency band of 300 MHz – 1 GHz. 

III.  RESULTS 

Shielding effectiveness of manufactured shields are 
presented in Figs. 3 – 6. The influence of form of applied soft 
magnetic material (tape or powder) on shielding effectiveness 
is noticeable.  

When it comes to shield made of amorphous tape glued onto 
sheet of paper the electromagnetic wave shielding changed in 
range of 9 dB - 42 dB. The highest one (>40 dB) was noted at 
frequency 710 MHz - 740 MHz. Further increase of frequency 
resulted in decrease of shielding to 25 dB. In the range of 
800 MHz – 1000 MHz shielding effectiveness did not 
significantly change and amounted about 25 – 30 dB. It should 
be noticed that samples’ thickness was 0,1 mm. Addition of 
thin copper foil did not have a significant effect on shielding 
effectiveness results. It indicates that thickness of copper foil is 
not sufficient to shield an electromagnetic wave effectively.  

Pulverization of amorphous material caused deterioration of 
its shielding properties. In this case the shielding effectiveness 
is almost constant and does not exceed 10 dB. At frequency of 
800 MHz and higher it even dropped below 5 dB. Similar 
results were also obtained for milled nanocrystalline tape. The 
addition of carbon fibers to nanocrystalline powder brought 
about negligible changes in shielding effectiveness. 

Shielding effectiveness of specimens made on the basis of 
milled nanocrystalline and amorphous soft magnetic materials 
is comparable despite the high difference in magnetic 
permeability value of blank materials. It might suggest that the 
size of particles was not properly matched to frequency band. 
Apart from that, the weaker shielding properties of these 
samples result from the worse magnetic properties of 
pulverized materials. Internal stress induced during milling 
process significantly influenced the magnetic permeability 
reduction. Additionally non uniform covering of surface by 
soft magnetic powder also affects samples shielding 
effectiveness.  
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Fig. 3. Shielding effectiveness of nanocrystalline milled material 
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Fig. 4. Shielding effectiveness of amorphous material in tape and powder form 
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Fig. 5. Shielding effectiveness of amorphous tape with copper foil with 

thickness 0.1 mm 
 

IV.  SUMMARY  

The paper presents results of measurement of 
electromagnetic wave shielding effectiveness by shields based 
on nanocrystalline and amorphous soft magnetic materials. The 
research was pilot study with the object of examination of 
prospects and usefulness of mentioned above materials as the 
fillers of composite electromagnetic wave shields. That is why 
the research was concentrated only on “pure” soft magnetic 
materials (or with small addition of carbon fibers) without 
composite substrates.  

Shielding effectiveness of samples made of soft magnetic 
amorphous tape is high what indicates that material in such 
form is proper for usage on EM shields 

The obtained results of shielding effectiveness in case of 
specimens based on pulverized materials are not  satisfactory. 
These kind of shields require amelioration of preparation 
technology and further tests.  
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Fig. 6. Shielding effectiveness of amorphous tape with copper foil with 

thickness 0.2 mm 
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Abstract- This paper presents the possibility of implementation 

of fuel cells with low output voltage range for supplying the high-
voltage loads. For matching the different voltage levels and for the 
providing of galvanic insulation the isolated DC/DC interface 
converter is required. For increasing of power density, efficiency 
and flexibility the interface DC/DC converter with three-phase 
intermediate AC-link is proposed. The one of features of the 
proposed topology is the impedance source inverter utilized in the 
input stage of the converter. The paper is devoted to study of 
theoretical background of the topology proposed, which is verified 
by the simulations.  

I. INTRODUCTION 

Fuel cells (FC) have achieved global attention as alternative 
power sources due to the environmental concerns. In this paper 
the possibility of FC interconnection with the high-voltage load 
is studied. Generally, the FCs are used as power sources with 
the output voltage variation between 40 V and 80 V. For 
supplying the high-voltage, high-power loads it is necessary to 
boost the relatively low output voltage of the FC to certain 
operating voltage level (for example, 600 V DC), required by 
the end user. Moreover, for the safety reasons the isolation 
transformer should be used for decoupling the low-voltage 
input and the high-voltage output sides of the converter. Thus, 
the step-up isolated DC/DC converter topology should be used 
in presented application. Practically, it can be realized by 
several approaches [1]: 
• conventional PWM inverter with the step-up transformer 

and rectifier, 
• combination of boost converter with conventional PWM 

inverter and step-up transformer with rectifier, 
• impedance-source inverter with isolation transformer 

and rectifier. 
The most technically feasible solution is the implementation 

of impedance-source inverter (ISI) widely known as Z-source 
inverter. The ISI (Fig. 1) employs impedance network coupled 
with the main inverter circuit and has unique properties of 
voltage step-up and DC/AC conversion [1], [2]. 

For improving the power density, efficiency and flexibility of 
the system the intermediate AC-link of the proposed converter 
is realized with the three-phase architecture (Fig. 1). Compared 
to recently popular single-phase intermediate AC-link (full-
bridge single-phase isolated DC/DC converter) the resulting 
advantages of the three-phase approach are obvious: 

1. lower RMS current through the inverter and rectifier 
switches (higher power transfer through the switch with 
the same level of switch current and voltage stresses); 

2. reduced isolated transformer's volume (and weight) due to 
reduced overall yoke volume and reduced voltage and 
magnetic stresses; 

3. three-phase transformers and inductors are generally 
smaller and lighter than their counterpart single phase 
ones, for the same processed power. As a result, the 
energy losses in three-phase transformers and inductors 
will diminish. 

4. reduced size of the output filter due to a dramatic increase 
(by a factor of three) of ripple frequency of the dominant 
harmonic; 

The ISI implemented at the converter input side has the 
unique feature that it can boost the output voltage of the fuel 
cell by introducing a shoot through operation mode, which is 
forbidden in traditional voltage source inverters. Thus, the 
varying output voltage of the fuel cell is first preregulated to a 
certain value (for example, 600 V) by adjusting the shoot 
through duty ratio. Afterwards, the isolation transformers are 
being supplied with the voltage with constant amplitude value 
and certain duty cycle. With such feature the proposed three-
phase isolated DC/DC topology with ISI could provide cheaper, 
reliable and efficient approach for fuel cell powered systems. 

Uin

D1 L1

L2

C1 C2

3-phase 
transformer D2 D4

D3 D5

D6

D7

Lf

Cf RL

S1 S3 S5

S2 S4 S6

Impedance source inverter 3-phase rectifier Output filter

Uin1

FC

 
Figure 1. Proposed topology of the step-up isolated DC/DC converter for 

fuel cell applications. 
 

The given paper provides the design guidelines of the proposed 
topology. The operation of interface converter will be studied 
in two boundary operating points - at the minimum and 
maximum output voltages of the fuel cell. The rated power of 
the interface converter is 10 kW and the desired output voltage 
is 600 V DC. The general specifications of the interface 
converter are submitted in Table I. 
 

PUBLIC
 R

ELE
ASE

PREPRIN
T



TABLE I. 
GENERAL SPECIFICATIONS OF THE INTERFACE CONVERTER 

Input voltage range, Uin 40...80 V DC 
Converter output power, P  10 kW 
Desired DC-link voltage, Uin1  400 V 
Output voltage, ULoad,  600 V DC 
Load current, ILoad 16.7 A 
Switching frequency, fsw  10 kHz 
Type of switching devices IGBT 
Peak-to-peak current ripple through Z-source inductors 60% 
Desired voltage ripple on the Z-source capacitors 3% 

II. DESIGN RECOMMENDATIONS FOR THE ISI 

As was reported in previous section, the ISI implemented in 
proposed topology has unique features compared with the 
traditional voltage source inverter. It is a two port network that 
consists of split inductors L1 and L2 and capacitors C1 and C2 
connected in X shape (Fig. 1). This impedance network is 
basically operating in two states: first is shoot-through when 
one or more inverter legs are short circuited. Second state is the 
non shoot-through state, when inverter is in active state as a 
traditional voltage source inverter. Between the inverter bridge 
terminals appears sum of the capacitor and inductor voltage, 
referred to DC link voltage in voltage source inverter [1], [2], 
[4], [5]. Switching between shoot-through states and non shoot-
through states allows boost voltage of capacitors Uc and voltage 
of the inverter bridge over input voltage Uin. 

During the design of ISI the most challenging is the 
estimation of values of the reactive components of the 
impedance network [6]. The component values should be 
evaluated for the minimum input voltage of the converter, 
where the boost factor and the current stresses of the 
components become maximal. Calculation of the average 
current of an inductor 
 

in
L U

PI = . (1) 

The maximum current through the inductor occurs when the 
maximum shoot-through happens, which causes maximum 
ripple current. In our design, 60% peak-to-peak current ripple 
through the Z-source inductor during maximum power 
operation was chosen. Therefore, the allowed ripple current is 
∆IL, and the maximum current through the inductor is ILmax: 

 %30max ⋅+= LLL III . (2) 

 %30min ⋅−= LLL III . (3) 

 minmax LLL III −=Δ . (4) 
 

The boost factor of the input voltage is: 

 
in

in

Z U
U

D
B 1

21
1

=
−

= , (5) 

where D0 is the shoot-through duty cycle: 

 B
BDZ 2

1−
= . (6) 

The capacitor voltage during that condition is 

 2
1inin

C

UUU +
= . (7) 

Calculation of required inductance of Z-source inductors: 

 
L

CZ

I
UTL

Δ
⋅

= . (8) 

where T0 - is the shoot-through period per switching cycle: 

 TDT ZZ ⋅= . (9) 
 
Calculation of required capacitance of Z-source capacitors: 

 %3⋅
⋅

=
C

ZL

U
TIC .  (10) 

Table II shows the initial and calculated values of all the 
parameters of the impedance system. 

TABLE II. 
INITIAL AND CALCULATED VALUES OF THE IMPEDANCE SYSTEM  

Fuel cell voltage Parameters 40 V 80 V 
Boost factor B 10 5 
Shoot-through duty cycle DZ 0.45 0.4 
Z-source inductance L1 =L2, µH 66 
Z-source capacitance C1= C2, µF 1705 
Average current of Z-source inductor IL, A 250 125 
Maximum current of Z-source inductor ILmax, A 325 162.5 
Minimum current of Z-source inductor ILmin, A 175 87.5 
Ripple current of Z-source ΔIL, A 150 75 
Z-source capacitor voltage UC,, V 220 240 

III. MODELING OF TRANSIENT PROCESSES OF THE               
Z-SOURCE INVERTER 

To control the ISI all the traditional PWM schemes can be 
used. In discussed application to generate a desired output 
voltage a modified PWM with shoot-through states is used to 
boost the voltage. This control principle of the method is 
shown in Fig. 2 (T0 – cycle, T – cycle of triangular carrier, TZ – 
time of shoot-through state, UAB,BC,CA – line voltages, SA, SB, 
SC - signal generators). 

The traditional PWM switching sequence based on the 
triangular carrier method is shown in Fig. 2. To control the 
shoot-through states, the two straight lines are introduced. 
When the triangular waveform is greater than the upper 
envelope or lower than the bottom envelope, the inverter 
switches turn into the shoot-through state. The duty cycle of 
the shoot-through state is varying between two predefined 
values and is inversely proportional to the fuel cell voltage. 

 In this circuit topology the parameters of reactive elements, 
like L and C are used as obtained from calculations. The 
inductors L1 and L2 and capacitors C1 and C2 have the same 
inductance and capacitance values, respectively, thus the 
impedance network becomes symmetrical [4], [7]. 
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Figure 2. Control principle of the Z-source inverter. 

Simulations were carried out by help of simulation package 
PSIM.  The simulation circuit is presented in Fig. 3. 

 

Figure 3. Simulation model (PSIM) of the proposed converter. 
 

The simulations of the proposed converter were performed 
for two operating points – with the fuel cell voltages of 40 V 
and 80 V, and for the rated output power (10 kW). The 
isolation transformer assumed for the simulations was the 
“delta-delta” connected three-phase single core isolation 
transformer with the turns ratio of 1:2.5. The simulation results 
are presented in Figs. 4 - 13. 

 
Figure 4. Voltage of fuel cell and DC-link voltage at the maximum boost factor. 

 
Figure 5. Output voltage and current ripples. 

 
1. Modeling with the fuel cell voltage Uin= 40 V. 

 
Figure 6. Voltage of the Z-source capacitor. 

 

Figure 7. Current of the Z-source inductor. 

 
Figure 8. Voltage of the primary winding of the isolation transformer. 

 
Figure 9. Voltage of the secondary winding of the isolation transformer. 
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2. Modeling with the fuel cell voltage Uin= 80 V. 

 
Figure 10. Voltage of the Z-source capacitor. 

 
Figure 11. Current of the Z-source inductor. 

 
Figure 12. Voltage of the primary winding of the isolation transformer. 

 
Figure 13. Voltage of the secondary winding of the isolation transformer. 

 

IV. ANALYSIS OF SIMULATION RESULTS 

The simulations performed show that the proposed ISI is 
capable of boosting the varying voltage of the fuel cell to the 
desired level (Uin1 = 400 V). After the preregulation for 
achieving the required output voltage on the load terminals 
(ULoad = 600 V) the further increasing of voltage was realized 
by the three-phase step-up transformer.  

The calculated voltage ripple on the Z-source capacitors is 
3% at 40 V and 3% at 80 V (see Table II). The simulated 
values of voltage ripple on the Z-source capacitors at input 
voltages of 40 V and 80 V were 1.36% and 0.83%, 
respectively, which is much better result than the result 
obtained by the calculations. The calculated current ripple 
through the Z-source inductor is 60% at 40 V and 60% at 80 V. 
The values of ripple current received from the simulations were 
28% and 57% at input voltages of 40 V and 80 V, respectively. 
The output voltage of the DC/DC converter remains constant 
(600 V DC) in all boundary operating points. The output 
voltage and current ripple were below 1%, which is very good 
result for such a powerful system. 

V. CONCLUSIONS 

The paper presented a new step-up isolated DC/DC converter 
for the fuel cell applications. By help of theoretical analysis 
and simulations it was stated and verified that the 
implementation of the Z-source inverter in the primary side of 
the isolated DC/DC converter could provide an effective boost 
of the input voltage only by the introduction of the shoot-
through switching state. The desired DC-link voltage is 
preregulated by the variation of the shoot-through duty cycle, 
which is inversely proportional to the operating voltage of the 
fuel cell.  

The simulations showed that the proposed converter is 
operating as predicted, without intolerable voltage and current 
ripples on its input and output sides. The future work is aimed 
to development, assembling and testing of the scaled prototype 
(3 kW) of the proposed converter. 
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Abstract-In this paper the voltage division over the interrupter 

units of a high voltage circuit breaker without grading capacitors 

is investigated. A method of measuring capacitances and earth 
capacitances is presented. High voltage tests were made. 

 

I. INTRODUCTION 

In a modern high-voltage circuit breaker in lower voltage 

levels (up to 300kV) one interrupter unit is used per phase. In 

higher levels two, three or four switching lines in serial circuit 

are used. 

Both in off-position and disconnection of the load or short 

circuit current the interrupter units are stressed by different 

voltages. In order to be able to stress a specified number of 

interrupter units by high voltage, the voltage is equally divided 

by grading capacitors to all interrupter units. The grading 

capacitors are connected in parallel to the interrupter units. For 

example for a quad breaking circuit breaker a voltage division 

of 25/25/25/25% is aspired and for a twice breaking circuit 

breaker a division of 50/50% is aspired. Using available 

grading capacitors the voltage division is 53/47% and 

27/26/24/23%. 

Because the grading capacitors are an important expense 

factor for high-voltage circuit breakers for several years it’s 

tried to apply multiple breaking circuit breakers without 

grading capacitors. The voltage division is the most important 

factor. The result from the calculation of a twice breaking 

circuit breaker is 80/20%, for a quad breaking circuit breaker 

without grading capacitors it is 80/10/5/5%. In both cases one 

interrupter unit has 80% of the voltage; the other units have 

only a small voltage. 

If you make a dielectric or switching capacity testing you 

can see, the circuit breaker is able to keep a higher voltage like 

the calculation showed. 

The following facts could be the reasons: 

 - The calculation is too inexact. 

 - Only the capacities are considered; there could be 

 More effects. 

It’s difficult to measure the voltage division between the 

interrupting units by common measurement equipment because 

the measurement equipment has a noticeable influence to the 

voltage division. 

The equivalent circuit used consists of capacities. The 

capacities are to determine. 

The following problems are to research: 

 - Development of a qualified measuring method: 

 Measurement of circuit breaker-capacities by 

 Measurement of capacitive current and with bridge,  

 Measurement of earth capacities by measurement of 

 Capacitive current, voltage measurement 

 - Simulation of circuit breaker and measurements: 

 Field and transient simulations 

 - Several High Voltage Tests: ac-tests and impulse tests 

 - Analysis of the effects, which determine the voltage 

 Division and which determine the several forms of the 

 Voltage stress 

 - Analysis of the equivalent circuit 

 - Comparison of the findings and the test readings and 

 Declare, why the circuit breaker operates better than in 

 The calculation 

 - Test problems: capacities between test object and 

 Measuring equipment/environment 

 

II. MEASUREMENT OF CAPACITANCES BY CURRENT 

MEASUREMENT 

Measurement of the capacitance of a reference capacitor 

To determine the capacitance of a capacitor the capacitive 

current was measured at two fixed voltages. 

A shielded cable was used from the capacitor to the ampere 

meter. 

 
Figure 1: Current measurement at a reference capacitor 

The test circuit consists of the source, the divider, the 

capacitor and the measuring device. The source is a high 

voltage transformer and the divider is a capacitive divider. The 

test object is a reference capacitor. To measure the current an 

ampere meter was used. The measurement was made at two 

different voltages. The ohmic resistance and the inductivity are 

nearly zero. So the resistance is nearly the reactance of the 

circuit. The capacitance can be calculated  

 
i

u
X ≈  (1); 

Xf2

1
C

⋅π
≈  (2) 

U [kV] i [µA] X [MΩ] measured Capaci- 

tance C [pF] 

Capacitance of the  

reference capacitor [pF] 

10,08 328 30,7 103,58 103,63 

50,05 1634 30,6 103,92 103,63 
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The capacitance calculated from the measured current is 

exact. The error is small. 

 

Measurement of the earth capacitance 

To measure the full earth capacitance, the ampere meter was 

installed on the upper side of the capacitor (on the top). The 

ampere meter and the influence to the earth capacitance have to 

be small. The ampere meter was located near the capacitor to 

minimize the error of the connection from ampere meter to the 

capacitor. A short connection had to be used. 

 
Figure 2: Measurement of the full earth capacitance 

The capacitance was ≈190pF. A field simulation of the full 

earth capacitance follows to a later time. 

In the following picture is the first measurement to see. The 

ampere meter is on the side of the capacitor, better would be on 

top. More tests and simulations will follow to compare several 

measure points. 

 
Figure 3: Measurement of the full earth capacitance of the reference capacitor 

 

III. MEASUREMENT OF THE CAPACITANCES OF THE CIRCUIT 

BREAKER 

The capacities of the twice breaking circuit breaker were 

measured by bridge and current measurement. In the following 

is an overview of the tests in the high voltage hall. The 

measurements were made on three test places, where the circuit 

breaker stood. 
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Figure 4: test overview 

Measurement of the current 

 

To determine the capacities of the circuit breaker there were 

made several measurements of input and output current. Two 

measuring devices were mounted on the left and the right side 

of the circuit breaker. The devices were located on a metallic 

surface, so the change of capacities is very small. 

 

Figure 5: Current measurement 

 

 
Figure 6: Voltmeter for current measurement 

The capacities of the circuit breaker are: 

 - Capacities of the interrupter units 
1

C , 
2

C  

 - Left and right earth capacity 
2E1E

C,C  

 - Middle earth capacity 
E

C  

To calculate the searched capacities three equations are 

needed. 

Many different tests were made: 

 ● the output of the circuit breaker opened: 

 - Interrupter unit 1 and 2 opened 

 - Interrupter unit 1 and 2 closed 

 - Interrupter unit 1 closed, interrupter unit 2 opened 

 - Interrupter unit 1 opened, interrupter unit 2 closed 

 ● the output of the circuit breaker grounded: 

 - Interrupter unit 1 and 2 opened 

 - Interrupter unit 1 closed, interrupter unit 2 opened 

 - Interrupter unit 1 opened, interrupter unit 2 closed 

The measurements were made up to 50kV, for example in 

one configuration the input current was 540µA at a voltage of 

50kV. 

The results of the measurement showed conflicts between 

different measurements. It is better to calculate the capacities 

only with measurement values from input ampere meter. 

If the capacity of the interrupter units is known, for instance 

from measurement by bridge or current measurement, there are 

only two measurements needed for tests: 
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The input and output cables were long and some meters 

parallel to earth. So the operation of the circuit breaker was 

imitated and the influence to the capacities was low. 

1) Measurement of earth capacities: 
2E1EE

CCCC ++=  (3) 

 

 
 

2) Measurement of interrupter units and middle earth 

capacities: 
21E

CCCC ++=  (4) 

 
With the bridge the capacities between the test object and the 

source were measured. 

 
Picture 7: Example of measurement of capacitance between test object and 

source 

Some pF were measured and the output current measurement 

was wrong because of the leakage capacitance between circuit 

breaker and the transformer with the divider. 

The second error was the earth capacity. 

The measurements were made on three different places for 

the test object. If the circuit breaker was near the source the 

error of the capacity of the interrupter units was greater. If the 

circuit breaker was far away from the source the measured 

capacity of the interrupter units was decreased, but because of 

the borders in the high voltage hall the earth capacities were 

increased. The circuit breaker was here near the side of the 

high voltage hall and the control room. 

For the first measurements the results show good values. For 

a better accuracy the measurements will be repeated in free a 

field. 

 

Measurement by bridge 

The capacity of the interrupter units were measured by a 

bridge. The measurements were made up to 50kV. 

 
Figure 8: An example of measuring by bridge 

The biggest capacity was measured on test place 1, the 

capacity between source and circuit breaker was the highest 

and an error was made. 

The source cable was assembled in different places and the 

difference between measured capacitances was over 10%. 

On test place 2 and 3 the capacity was over 10% smaller than 

on test place 1. 

 

Voltage measurement 

The voltage over the interrupter units were measured directly. 

The voltage was 20kV. Two voltmeters were used. Because the 

input resistance is too low, series capacitances were used. 

 
Figure 9: Voltage measurement 

The measuring devices were installed. The first interrupter 

unit was shorted and a high voltage was applied. The divider 

ratio of measuring device 2 was calculated. The procedure was 

made for measuring device 1 with shorted unit 2. When the 

ratios were known, the voltages over the units were measured. 

Errors are here the leakage capacitance of cables and the 

voltmeters with divider capacitances. 

 

Problems of the current and bridge measurements 

The measured capacities are very small. It’s difficult to 

measure these capacities. The cable and the environment have 

an influence to the measurement. 

These errors have also an influence to high voltage tests on a 

circuit breaker. 

An example: 

An interrupter unit has the capacitance of 15pF and the 

middle earth capacity is 40pF. If the circuit breaker is near the 

transformer, there are leakage capacities in parallel from the 

transformer and divider to the circuit breaker.  

 
Figure 10: Leakage capacities of a twice breaking circuit breaker near the 

source 
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Figure 11: Leakage capacities of a twice breaking circuit breaker near the 

source 

 

The parallel leakage capacitance 
12S11S1S

CCC +=  increases 

the capacitance of interrupter unit 1. The voltage ratio is 

changed.  

An example, where pF3C
1S
=  is. 

C is calculated from capacities C2, CE and C1, CS1. 

2E1S1
CC

1

CC

1

1
C

+
+

+

=  (5); %100
CC

C

U

U

1S1

1
⋅

+
≈  (6) 

C1 [pF] CS1 [pF] CE [pF] C [pF] U1 [%] 

2

1

U

U
 

15 0 40 11,8 78,6 
%4,21

%6,78

 

15 3 40 13,6 75,3 
%7,24

%3,75

 

If the circuit breaker is some meters away from the 

transformer and the divider, the leakage capacitance decreases. 

 

IV. HIGH VOLTAGE TESTS 

The following high voltage tests were made: 

 - AC tests with breakdown and withstand alternating 

 Voltage 

 - Impulse tests: positive and negative lightning impulse 

 Voltage and switching surge tests 
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Figure 12: test overview: impulse tests 

 

The ac tests were made up to 700kV and the impulse tests up 

to 1150kV. 

The ac and impulse tests were made with one interrupter unit 

and the complete circuit breaker. The 50%-break down 

voltages, several statistical parameters and the Weibull 

distribution were calculated. The 0,1%- and 99,9%-break down 

voltages were calculated from the Weibull distribution. 

The voltage distribution over the circuit breaker was 

calculated from the ratios of break down voltage of one 

interrupter unit over the complete circuit breaker. 

 
Figure 13: impulse tests 

 

Nr.: 5784
K1            
Eval.:        LI
Up=           1148kV
T1=           1.0817µs
T2=           51.705µs

 

Nr.: 5779
K1            
Eval.:        LI
Up=           1149.3kV
T1=           1.0938µs
Tc=           3.6291µs

 
Figure 14: examples of impulse tests: lightning impulse and chopped lightning 

impulse 

V. FORECAST 

The following points are planned for the future.  

 - Measurements in free field 

 - Field simulation of the reference capacitor 

 - Field simulation of the circuit breaker in the high 

 Voltage hall 

 - Transient simulation of the circuit breaker in a network 

 - Measurement and simulation of a circuit breaker model 

 - Analysis of the equivalent circuit 

 - Analysis of the results and the effects of the circuit 

 Breaker 
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Abstract- The paper presents an emerging technology of electricity 
generation based on decoupled theory. The decoupled generation 
system operates in wide speed range and control strategy is 
oriented to select regions of high efficiency of the driving engine. 
This system is used to operate parallel to renewable energy source 
that is unstable and not reliable. In case of high power available 
from the renewable the decoupled adjustable speed generation 
reduces it speed what results in low fuel consumption. However 
when the renewable source power is decreasing the adjustable 
speed generation system increases its speed following points of 
high efficiency of the driving Diesel engine. The paper presents 
topologies of the combined systems including variable speed wind 
powered generation system and adjustable speed generation 
system driven by Diesel engine. Moreover ability of the adjustable 
speed to provide power is discussed. 
 

I. INTRODUCTION 

The lack of energy, unstable prices of energy, increasing 
prices of fossil fuels and environment  protection result in 
increase of interest of renewable energy sources. An 
alternative to fossil  fuel based electricity generation are 
usually wind and solar power. However both wind and solar 
power depend on weather conditions. Fig. 1 shows an example 
of typical variation of power as a function of time. There is a 
load power PRL, renewable source available power PRES, and 
PD power demanded to keep stability of the system. The 
renewable power PRES varies and frequently, in time of high 
power demand, this power is not available. Therefore the 
renewable source is mainly source of the energy that reduces 
general consumption of fossil fuels but not the sources of high 
quality power. So to provide high quality power, including 
renewable sources, it is needed to provide an additional 
generating system that is fully controllable. This additional  
generation system will compensate renewable power 
fluctuation and will deliver demanded power PD at any time. 
Moreover it is advantageous to use controllable energy storage 
that acts as instant source of power PSt. Fig. 2 shows topology 

  
Fig. 1. An example of electricity power demand and renewable available 

power  
 

 
 

Fig.2. Topology of compensated generation system including renewable and 
fossil fuel powered electricity sources. 

 

of the generation system that is able to fulfill drawing maximal 
energy from renewable source (power PRES). Hence the fossil 
fuel based source power PFossil produces high quality power 
and usually is much higher than RES power PRES.  
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The modern variable speed generation systems based on 
double fed induction generator (DFIG) are connected to AC 
bus as is shown in Fig. 3. A synchronous generator SG 
operates with fixed speed according grid frequency.  
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Fig. 3. Typical connection wind turbine DFIG to AC power grid. 
 

The conventional generation system is driven, for instance, by 
an internal combustion engine [15]. Such system efficiency or 
specific fuel consumption (g/kWh) depends on load. So, in 
case of low power demand i.e. in case high power delivered by 
RES, the specific fuel consumption of the engine is high. 
Therefore energy saving, responding RES operation, is 
accorded by significant losses produced by the engine. It is 
then question how economical is the RES operation? 
The fossil fuels are strategy issue of supply countries and fossil 
fuels prices are not stable and producing great perturbation in 
world economy.  Fig. 4 shows prices of oil during last 60 
years. We remember that in Summer 2008 barrel of oil price 
was much higher than $100. Therefore parallel to great efforts, 
promoting renewable energy, the same efforts have to be done 
in the field of reduction of primary energy consumption by 
improvement of efficiency engines fed by fossil fuels.  
 

 
Fig. 4. History of oil prices. 

 

II. ADJUSTABLE SPEED GENERATION SYSTEM APPLICATION 
 

The adjustable speed generation system [1, 2, 5, 14, 16] 
produces AC voltage that frequency is independent to speed. 
Such a system (Fig. 5), described as ASGS, is used to  

 
 

Fig. 5. Decoupled adjustable speed generation system ASGS as efficient 
generation system connected parallel to wind driven DFIG. 

 
compensate the renewable DFIG power fluctuation. The 
adjustable speed generation system operates in regions of low 
fuel consumption. Fig. 6 shows maximal power of the Diesel 
engine Pdmax as function of speed. The adjustable speed 
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generation system uses engine power along line A1-A2-A3 i.e. 
in the region of low specific fuel consumption g (g/kWh). 
 

 
Fig. 6. Power and specific fuel consumption of the Diesel engine operating 

with fixed and variable speed. 
 

Comparing to conventional fixed speed operation (line C1-C2) 
we do notice that most of fixed speed operation is along high 
specific fuel consumption. 
The adjusted load torque, produced by the generator, is close 
to maximum torque. So when series of step load appear then 
speed is adjusted and output voltage (Fig. 7) is maintained  
 

 
 

Fig. 7. Response of the adjustable speed generation system on set of step loads. 
 

(voltage UAB-INV). However when at low speed step of high 
power is applied than output voltage is dropping significantly 
(Fig. 8) 

 

Fig. 8. Response of the speed Ω and output voltage UINV of the adjustable 
speed generation system on the high step load on the low speed. 

To avoid this low quality voltage effect it is used an additional 
energy storage system shown in Fig. 9. 

 
 

Fig. 9. Topology of the connection of decoupled generation system and 
variable speed wind powered DFIG. 

 
The energy storage SCE, based on supercapacitor, supplies the 
load during short time needed to the engine acceleration. An 
effect of the energy storage application is shown in Fig. 10. 
The step of load as in case shown in Fig. 10 is not producing 
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significant voltage changes because the supercapcitor supplies 
converter DC link voltage UDC by the current Isc. 

 

 
 

Figure 10. Response of speed Ω, the supercapacitor current ISC and the output 
AC voltage UINV on high step load at low speed 

III. SUMMARY 
The adjustable speed generation performances confirm its 
ability to produce power in region of high efficiency. The 
system adjusts its power by speed. The maximum power rate is 
limited by need of speed acceleration. When an addition 
energy storage is applied then system is able to provide high 
quality power at any step load. This ability indicates that the 
adjustable speed may be selected as future system for 
improvement systems including RES especially wind turbine 
driven generators. 
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Abstract- A review on current progress in energy harnessing 
micro-generators using active materials (ceramic and polymeric 
piezoelectric materials as well as electroactive polymers) is presented. 
A problem of effective electrostatic energy extraction from those 
capacitive-in-nature energy supplies is illustrated experimentally. It 
is shown that using Macro Fiber Composite (MFC) piezoelectric 
transducers working in resonant mode and matching the load to the 
MFC impedance it is possible to attain 10 % generation efficiency. 

I. INTRODUCTION 

Energy harvesting, scavenging, and harnessing – these are 
all almost analogous terms related to research and engineering 
activities aimed at extracting energy in electric form from 
various ambient energy reservoirs, which generally cannot be 
scaled up for full-size, power-plant energy generation schemes. 
There are many ambient energy pools that could be exploited 
by autonomous, low-power fuel-less generators: waste heat, 
electromagnetic hum, vibrations, localized air movement or 
human-generated power. In addition, traditional “renewable 
energy resources” like water flow, tidal and wind energy or sun 
radiation can also be exploited at the miniature scale by energy 
micro-harvesters. All environments are now being populated 
by miniaturized, micro-power electronic devices working in 
wireless sensor networks or just as mobile gadgets. A dream to 
power all those devices without batteries making them 
perpetual or at least to supplement mobile supply scheme is the 
driving force of the research oriented on ambient energy 
harnessing. Serious interest in those problems, partially 
motivated by climate change and global warming, is also 
reflected by several R&D organizations (e.g. DARPA, CEA-
LITEN) and companies aiming at harnessing energy from 
ambient vibrations, leg and arm motion, shoe impacts, and 
blood pressure for self-powered systems. 

II. K INETIC ENERGY HARVESTING 

Different techniques are being proposed for powering up 
remote, unattended, implantable or wearable sensors, short-
distance wireless communication stations, RFID tags or 
personal health monitors. Generating electricity from ambient 
vibrations or kinetic motion is one of those approaches 
applicable as a renewable substitute for batteries in micro-
power electronic products making timed use of accumulated 
energy. Kinetic energy in the form of motion or vibrations is 
generally the most versatile and ever-present [1]. Operating 
principles of motion-driven ambient energy microscavengers 
relay on utilization of inertial forces acting on a proof mass 

fitted with a damper which simultaneously serves as an 
electromechanical transducer converting kinetic into electrical 
energy. Vibration stimuli are extensively present but vary 
widely in amplitude and frequency thus micro-generators are 
designed as resonant systems matched to vibration spectrum of 
the source. Non-resonant or dynamically tunable devices  are 
also being designed, as broadband operation is required for 
maximizing output power when the source has a complex or 
time-variable vibration spectrum [2]. 

A. Electrostatic generators 
Although miniature human-powered electromagnetic 

dynamos has been used for a long time to supply flashlights 
and portable radios yet the electrostatic: capacitive, 
piezoelectric and electroactive polymer (EAP) generators 
possess a serious advantage over other competing electro-
magnetic generation schemes: electricity is generated 
“intrinsically” thus virtually all moving parts are eliminated so 
the mechanical complexity of the generator is seriously 
reduced which makes it lightweight, reliable and wear-proof. 

In electrostatic generators, external mechanical force is 
engaged to do work against the attraction of charged electrodes 
of a variable capacitor. Two modes of such operation are 
applicable: switched and continuous. In the switched regime 
the capacitive transducer and the supplementary circuitry is 
reconfigured by a set of contactors at different stages of the 
generation cycle. Such electrostatic transducers require a pre-
charging voltage source in order to operate. As the device 
capacitance is reduced against electrostatic attractive forces it 
produces current flow into the pre-charging source. 

Most of the miniaturized electrostatic energy scavengers are 
being build as integrated micromachined chips using MEMS 
fabrication processes. Micromechanical vibration energy 
scavengers use pre-charged capacitors with capacitance-
modulating variable air gap formed between comb electrodes 
[3]. In order to avoid pre-charging circuitry electret layer may 
be deposited on capacitor electrode - Arakawa et al. has 
designed a microseismic electrostatic generator using spin-
coat-deposited polymeric electret capable of delivering 6 µW 
of energy for 1 mm amplitude 10 Hz oscillation [4]. 

Recent years have brought in new concepts emerging on the 
rims of high voltage engineering and materials science. These 
are related to electroactive polymers (EAP) also described as 
artificial muscles. The last name comes from their ability to 
directly convert electrical energy into mechanical work and 
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motion (linear or bending) without any moving parts found in 
classical electrical drives. Electronic EAPs are one of the main 
sub-class in broad family of EAP material systems. These are 
dielectric polymeric materials that change shape or dimensions 
due to shift or limited migration of electrons in response to 
electric field stimuli. Dielectric EAP actuators (DEA) display 
also inverse effect – when working in so-called generator mode 
they generate electricity from mechanical deformation. In this 
mode DEA can be perceived as a variable capacitance device. 
The electrical capacitance is initially charged when the DEA 
transducer is in the stretched, high capacitance, state. When it 
is then mechanically contracted it goes back to its low 
capacitance state and the elastic stresses in the DEA material 
film works against the compressive Maxwell stress (electric 
field pressure resulting from opposite charges attraction), thus 
increasing electrical energy in form of voltage raise. Therefore, 
energy harvesting from ambient “reciprocating” power sources 
is also possible by means of dielectric EAP materials. 

A recent theoretical analysis indicates that typical human-
motion-generated displacements available for inertial 
microgenerators (approx. 5 mm motion at 1 Hz) can provide 
energy density of up to 4 µW/cm3 and up to 800 µW/cm3 can 
be extracted from high-pitched machine-induced stimuli 
(approx. 2 nm motion at 2.5 kHz) [5]. As typical human 
applies over 100 % of his own weight across the shoes at every 
heel strike therefore, cushioned shoe soles can be significantly 
compressed even during normal walk. Assuming an average 
person weighting 75 kg, 5 mm sole compression, regular 
walking speed of 2 steps/s this indicates that roughly about 
7 W of power could be available just from heel strikes. 
Company SRI Intl. has designed and tested a multilayer EAP 
shoe generator, schematically illustrated in fig. 1. When the 
device is compressed, the coupling liquid or gel medium 
contained in the bellows forces out and stretches a thin, elastic 
layer of electroded EAP through circular openings in the upper 
perforated plate sealing the bellows. In normal walking 
conditions such boot energy scavenger was delivering energy 
output of 0.8 J per every step with just 3 mm heel compression 
and provided 0.8 W of power [6]. The company Artificial 
Muscle Inc. has also presented plans to build switched EAP-
based power supply units operating on wind or tidal energy. 
Flapping (flag- or string-like) power generators made of cyclic-
distorted DEA fibers are proposed to populate windy locations 
and floats secured to the sea bottom on stretchable elastic 
strings made up of dielectric EAP fibers provide extensional 
motion by ridding on tidal or wind- generated waves [7]. 

 

 
 

Figure 1. Schematic view of electroactive polymer heel energy harvester 
module developed by SRI Intl. (sketch based on [8]). 

SRI Intl. has already started tests of a prototype buoy-
mounted, ocean wave-powered DEA generator. The “Hyper 
Drive” generator utilizes sleeve-like EAP polymer transducers 
generating an average output power of more than 5 W under 
typical ocean wave conditions, which is enough to power up a 
buoy-mounted radio [9]. 

B. Piezoelectric continuous mode generators 
Although theoretical modeling shows that EAP-based 

switched energy scavengers using highly compliant 
electroactive polymers and running at high voltages can 
provide energy density up to 1,5 J/g and much better 
performance figures than piezoelectric generators, the latter 
(despite their intrinsic material properties limiting efficiency 
due to low electromechanical conversion efficiency and high 
brittleness and thus low tolerance for high and abrupt 
mechanical stress) are extensively utilized in construction of 
continuous mode electrostatic generators. The advantage lays 
in no requirement for circuitry reconfiguration and no pre-
charging source. In this case mechanical work is partially 
stored in the energy of the electric field associated with the 
induced polarization of the piezomaterial. Neutralization 
current flows if an external load is shorting the electrodes 
deposited on the pizoelement. Effective piezoelectric energy 
harvesting requires piezoelectric materials with elevated 
electromechanical coupling coefficients, thus ceramic (PZT) 
materials dominate those designs.  

The company Adaptiv Energy is promoting its kinetic 
energy harvesting solutions based on Ruggedized Laminate 
Piezo (RLP) composite combined with efficient, very-low-loss 
MOSFET power extraction electronics. The RLP technology 
allows to compress piezoceramic material in order to increase 
the voltage per strained unit area. The RLP is a stainless steel 
flat spring double-side laminated with a piezoelectric ceramics 
and copper electroding layers. Appropriate thermal cycling 
during bonding process introduces initial compressive 
prestressing into the piezoelectric material, giving greater 
density and flexibility and thus provides added output voltage. 
RLP transducer uses calibrated mass to match the exploitable 
vibration spectrum [10]. Ocean Power Technologies company 
exploits strips of piezoelectric foil to harness the power of 
flowing water, in the form of 18-inch-long “eels” that flap in 
turbulent water flow like a weeds in the wind [11]. Energy 
scavenging by piezoelectric generators has also been recently 
perceived by automotive industry, especially car automation 
designers and manufacturers. Kim et al. discuss the use of a 
piezoelectric cymbal transducers to generate electricity to 
supply car remote onboard sensors from the vibration of a car 
engine [12]. Dynamic strain coupled from the rolling tire of a 
car has also been recently patented as a power source for a 
wireless tire condition monitoring system [13]. 

Energy scavengers operating in continuous mode may also 
be used to extract energy from human motion. A heel strike 
may be used to flatten a piezoelectric (PZT) unimorph bender 
and toe-off action may bend a multilayer polymeric  
piezoelectric bimorph stave made of PVDF (polyvinylidene 
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fluoride) foil. Such combined system was shown to produce 
1.3 to 8.3 mW during a standard walk depending on the 
location of transducer (toe/heel) and available displacement 
range [14]. The East Japan Railway Company has been testing 
an experimental system that produces electricity as people pass 
through subway ticket gates. The gates are fitted with floor-
embedded energy-scavenging mats with series of piezo-
element diaphragms that generate electricity as commuters 
walk over and compress the mat. 90 m2 energy-scavenging 
floor was producing on average 0.14 kWh of energy a day with 
peak performance of 0.21 kWh on busy weekends [15]. 

C. Electric energy extraction from electrostatic scavengers 
Another challenging issue is an effective extraction of 

electrical energy from capacitive-in-nature, high internal 
resistance piezoelectric and EAP elements. Electrostatic 
harvester cannot be simply load by ohmic resistor as it results 
in poor overall efficiency of the generator. Energy generated 
by piezoelectric and most EAP scavengers is available in form 
of high voltage peaks which are hazardous for low-voltage 
electronics if no appropriate conditioning circuitry is used. To 
demonstrate those problems an experiment, described in the 
following paragraph, was run using a simple model of the 
piezoelectric energy scavenger build of Macro Fiber 
Composite (MFC) transducers. MFC is a novel complex 
multilayer composite material consisting of PZT piezoceramic 
fibers laminated with epoxy resin and sheets of mechanically 
tough polyimide foil fitted with interdigitated electrodes. 

III.  EXPERIMENTAL 

A piezoelectric energy scavenger model was build of two M-
8557-P1 type MFC transducers (Smart Materials GmbH, 
Germany) fixed to a phosphor bronze flat beam (1 mm thick) 
using DP460 epoxy adhesive and connected in parallel to 
increase magnitude of the generated current. The assembly was 
permanently fixed at one end, its free tip was deflected by 
3 mm and allowed to freely vibrate at its own resonant 
frequency until completely dumped. The voltage produced 
over a variable low-inductance load resistor was recorded by 
means of a digital oscilloscope fitted with 1:10 10 MΩ passive 
probe. An exemplary voltage train recorded for 100 kΩ load 
resistance is illustrated in fig. 2. The maximal voltage 
amplitude registered in this case was exciding 150 V and even 
higher voltages were recorded for high resistive loads (252 V 
for 10 MΩ). The signal frequency spectrum contains a strong 
component related to the fundamental mode of the beam 
mechanical free vibration (approx. 54,5 Hz) as well as a 
number of higher harmonics, related to other modes of 
oscillations. The recorded voltage trains were then processed to 
calculate the mean total energy dissipated at the resistive load - 
the results obtained for different loads are illustrated in fig. 3. 

IV.  DISCUSSION 

There is an optimal load which results in the maximal energy 
output of the MFC energy harvester. The harvester model is 
producing oscillatory voltage response, therefore the optimal 
load is equivalent to the impedance of MFC transducers which 

 
 
Figure 2. Exemplary voltage train generated over 100 kΩ resistive load by 

MFC energy scavenger model working in resonance mode. 
 

form capacitive-in-nature alternating voltage source. Taking 
into account the mechanical resonant frequency of the model 
(54,5 Hz) and MFC stack capacitance (21.9 nF, measured for 
50 Hz excitation) one obtains impedance of approx. 133 kΩ. 
The calculated value is somewhat higher than the optimal load 
determined experimentally (approx. 100 kΩ) and the 
discrepancy may be attributed to higher frequency components 
present in the real voltage response spectrum and to non-flat 
frequency-capacitance MFC characteristics. The obtained 
results are consistent with findings of Swallow et al. for 
resonant harvesters build using piezoelectric fiber composites 
(PFC) and polymeric piezoelectrics (PVDF) [16]. 

The mechanical energy stored in the harvester model beam  
displaced by 3 mm equals to 12.9 mJ (the elastic modulus of 
the model composite beam has been determined as 2.88 kN/m). 
Therefore, even for the optimal electric load, only slightly over 
10 % of the stored mechanical energy may be extracted from 
oscillating MFC electromechanical transducer model. The 
reason for that is a fact that only a portion of the total 
mechanical energy “pumped” into the beam (when it is bent) is 
stored in the electric field associated with the piezoelectric 
effect due to low electromechanical coupling factor of the 
material. Also, some energy fraction is dissipated as the Joule 
heat over the MFC internal resistance. 

The above simple experiment shows, that it is not only 
necessary to transform open-circuit high voltages generated by 
piezoelectric transducers into low voltages accepted by 
interdigitated circuits. Advanced power converters for use with 
piezoelectric and EAP generators are essential in order to 
maximize the power harvested as the circuitry needs to present 
an optimal load resistance to the piezoelectric/EAP generating 
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Figure 3. Energy dissipated at the resistive load by MFC energy scavenger 
model working in resonance mode. 

 
element. Most of the recent work on power electronics 
intended for kinetic harvesters has been done for piezoelectric 
transducers: adaptive control voltage converters, synchronous 
half-wave voltage doublers and synchronous rectifiers [17] as 
well as new energy storage like supercapacitors or solid state 
thin-film batteries has been proposed and tested. Ren at al. 
have also shown that combining active energy harvesting 
control system (i.e. varying elastic properties of the transducer 
between the opposite generation phases by imposing an 
external electric field to zero a strain change in the active 
material or by imposing other electric boundary conditions to 
modify the energy harvesting cycle) together with high 

electromechanical yield electrostrictive polymer can provide 
harvested electric energy density of approx. 40  mJ/cm3 at  
10 % efficiency [18]. Similar approach is also required in case 
of EAP harvesters as they are capacitive voltage sources too. 

V. CLOSING REMARKS 

MP3 player powered by build-in yoyo energy harvester has 
been recently nominated as the best human powered device 
design during Core77 Design Challenge 2008 – it will provide 
round-the-clock listening to music everywhere without a risk 
of running out of batteries. And this I just one example of 
numerous new gadgets which are just about to come. There is 
no doubt that ambient energy harnessing using motion- or 
vibration-driven low-power generators is a topic of substantial 
and increasing research and engineering attention. Although 
there are many different techniques available to harvest raw 
energy from ambient “energy pools”, it seems to be justified to 
state that devices using electroactive polymers and piezo-

materials are now the most promising as they allow to put 
away most of movable and wearable parts and require very 
moderated maintenance efforts. It is expected that the time in 
which this technology will be demonstrated for military 
applications (so-called smart soldier concept) extends from 2-5 
years and 3-7 years is needed in case of domestic appliances 
(e.g. mentioned MP3 players) [19]. 

ACKNOWLEDGMENT 

The research work presented herein was financially 
supported within the framework of 2007-2009 science funding 
program as individual research project no. NN510 2117 33. 

REFERENCES 
[1] P. D. Mitcheson et al., “Energy Harvesting From Human and Machine 

Motion for Wireless Electronic Devices,” Proc. IEEE, vol. 96, No. 9,  pp. 
1457-1486, Sept. 2008. 

[2] S. Roundy and Y. Zhang, “Toward Self-tuning Adaptive Vibration-based 
Micro-generators,” Proc. SPIE, vol. 5649, pp. 373–384, Feb. 2005. 

[3] S. Meninger, J. O. Mur-Miranda, R. Amirtharajah, A. P. Chandrakasan, 
and J. H. Lang, “Vibration-to-electric energy conversion,” IEEE 
Trans.Very Large Scale (VLSI) Syst., vol. 9, pp. 64–76, Feb. 2001. 

[4] Y. Arakawa, Y. Suzuki, and N. Kasagi, “Microseismic power generator 
Using Electert Polymer Film,“ Proc. 4th Intl. Workshop on Micro and 
NanoTechnology for Power Generation and Energy Conversion 
Applications, November 2004, Kyoto, Japan, pp. 187-190. 

[5] P.D. Mitcheson et al., “Architectures for Vibration-Driven Micropower 
Generators,” J. Microelectromech. Sys., vol. 13, no. 3, pp. 429–440, 2004. 

[6] R.D. Kornbluh et al., “Electroelastomers: Applications of Dielectric 
Elastomer Transducers for Actuation, Generation, and Smart Structures,” 
Proc. SPIE, vol. 4698, pp. 254–270, 2002. 

[7] http://artificialmuscle.com, link valid on 2009.02.13. 
[8] H. Prahlad, R. Kornbluh, R. Pelrine, S. Stanford, J. Eckerle, and S. Oh, 

“Polymer Power: Dielectric Elastomers and Their Applications in 
Distributed Actuation and Power Generation,” Proc. ISSS 2005 Intl. Conf. 
on Smart Materials Structures and Systems, July 28-30, 2005, Bangalore, 
India, pp. SA100-SA107 

[9] http://www.sri.com/news/releases/080307.html, link valid on 2007.09.04 
[10] P. Buckley, “Energy Harvesting Feeds Ultra-low-power Device Growth,” 

EE Times Deutschland (electronic version available on-line at 
http://eetimes.eu/germany, January 2009. 

[11] G. Taylor and S. Kammann, “Experimental and Theoretical Behavior of 
Piezoelectric-Electrostrictive ‘Eel’ Structures,” in DARPA Energy 
Harvesting Program Rev., ed. R. Nowak, 2000; (www.darpa.mil/dso/). 

[12] H. Kim, S. Priya1 and K.Uchino, “Modeling of Piezoelectric Energy 
Harvesting Using Cymbal Transducers,” Jpn. J. Appl. Phys. , vol. 45, pp. 
5836-5840, 2006. 

[13] “Vehicular Mounted Piezoelectric Generator,” US patent 4,504,761, 
Patent and Trademark Office, 1985. 

[14] N.S. Shenck and J.A. Paradiso, “Energy Scavenging with Shoe-Mounted 
Piezoelectrics,” IEEE Micro, vol. 21, no. 3, pp. 30–42, 2001. 

[15] Y. Takefuji, "Known and Unknown Phenomena of Nonlinear Behaviors 
in the Power Harvesting Mat and the Transverse Wave Speaker," Proc. 
NOLTA 2008 Intl. Symposium on Nonlinear Theory and its Applications 
Budapest, Hungary, Sept. 7-10, pp. 239-244, 2008. 

[16] L. M. Swallow, J. K. Luo, E. Siores, I. Patel, and D. Dodds, 
“A Piezoelectric Fibre Composite Based Energy Harvesting Device for 
Potential Wearable Applications,” Smart Mater. Struct., vol. 17, pp. 1-7, 
2008. 

[17] E. Lefeuvre, D. Audigier, and D. Guyomar, “Buck-boost Converter for 
Sensorless Power Optimization of Piezoelectric Energy Harvester,” IEEE 
Trans. Power Electron., vol. 22, pp. 2018–2025, Sep. 2007. 

[18] K. Ren, Y. Liu, H. F. Hofmann, and Q. Zhang, “An Active Energy 
Harvesting Scheme with an Electroactive Polymer,” Appl. Phys. Lett., vol. 
91, pp. 132910.1-132910.3, 2007. 

[19] M. Cain, “Characterization of MEMS Energy Harvesting Devices,” NPL 
Environmental Measures, iss. 3, p. 7, Summer 2007. 

PUBLIC
 R

ELE
ASE

PREPRIN
T



Thin Film Adhesion Measuring of Conductive Silicon 
Rubber Depending on Power and Coating Time in 

Magnetic Sputtering Method  
 

A.Napierala  
Brandenburg Technical University Cottbus 

Germany 
J.Ziaja 

Institute of Electrical Engineering Fundamentals of Wroclaw University of Technology 
50-370 Wroclaw, Poland 

 
 

Abstract- Coating silicon rubber with another material is not 
facile task due to the fact, that this substance exhibits very poor 
adhesiveness coming from the low surface tension. Adhesion 
properties can be improved by means of addition filler and 
plasma treatment. The analyzed sample is a conductive silicon 
rubber, which was coated using magnetic sputtering method. This 
method bases on plasma activity in strong magnetic fields. The 
adhesion in modificatied material was evaluated on the basis of 
cross-cut test by different coating time and target power.  

I. INTRODUCTION 

Silicon rubbers have outstanding properties like excellent 
elasticity, temperature-resistant, hydrophobia which are in 
great important in high insulation voltage technique. But 
silicon rubber can also presents very seriously hurdle in 
another possible electrical application due to low surface 
tension, which aggravates coating silicon rubber with metal. In 
order to increase adhesiveness incorporation of carbon black 
and filler can be applied [1].This sample consists of silicon 
rubber and carbon black, which after mixing were 
manufactured using injection moulding processes. This 
material unfortunately is not appropriate for much utilization 
e.g. electrodes, high voltage plugs because of insufficient 
electrical contact. In order to overcome this problem reliable 
coating film is necessary, which due to above mentioned 
reason can be achieve only by means advances coating 
engineering. Thin film technology, which was used, is called 
magnetic sputtering. This method is in generally physical 
vapour deposition process.  In magnetic sputtering magnetic 
field is superposed on the cathode and glow discharge, which is 
parallel to the cathode surface. The electrons in the glow 
discharge show cycloidal motion, and the centre of the orbit 
drifts in the direction of E B with the drift velocity of E/B, 
where E and B denote the electric field in the discharge and the 
superposed transverse magnetic field, respectively [2].The 
construction of magnetron(magnetic) sputtering system is 
shown in Fig.1. 
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Figure1. Magnetron sputtering system  
 
 
Magnetic Sputtering Method differs from other sputtering 
techniques in that the majority of the plasma is confined to 
region near the target surface by using strong magnetic fields to 
bend the trajectories of the secondary electrons. Advantages, 
which conclude: increased deposition rates, reduced substrate 
heating during deposition, reduced working gas pressure 
requirements had to taken into consideration by choosing this 
surface coatings method [3]. Concerning this method there are 
many parameters, which have an effect on final coating [4,5]. 
The aim of this research was to draw a conclusion about 
dependency between target power, coating time and 
adhesiveness. In terms of power at first we have to distinguish 
between target power and circling power, whose are connected 
with very important element concerning magnetron sputtering 
method - power supply unit. In our experiment magnetron was 
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powered with DPS (Dora Power System).This device use a 
sinusoidal energy modulation, what enable an achieving great 
efficiency and power. 
What distinguish this system from the conventional power 
supply unit for sputtering application is in spite of mentioned 
sinusoidal energy modulation also presence so called circling 
power Pc ( see  Figure 2) Supply circuit consist of among 
others rectifier block, impulse generator and in series 
resonating circuit LC. The system of quality stabilization Q 
transfers a part of energy back to the capacitor of main supply 
system, which as a result appears circling power Pc. If quality 
Q is differ from unity than on capacitor C resonating circuit 
accumulate surplus energy, which is transferred subsequently 
through quality limiter back to power supply unit. That means 
that impedance plasma-target is a series silencer resonating 
circuit. 
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Figure2.  Dora Power System  
 

II. EXPERIMENTAL DETAILS
 
Conductive silicon rubbers were supplied by GE Bayer 
Silicones. Typical properties of the sample (without coating) 
are showed in Tab1. In order to achieve meaningful results 9 
samples have been coated, where 4 have been coated with titan 
and 5 with aluminium. 
 
 

TABLE I 
 PROPERTIES OF SILICON RUBBER  

 
 
 
In our experiment we have used two methods: scratch test and 
cross-cut test  
 
A. Scratch test  

 
The first method, which was used in order to analyze coating, 
was scratch test. Scratch test measurement is commonly used 
in terms of adhesion evaluation according to scratching 
procedure presented in figure 3. 

 
 
 

 
 

Figure3. Principle of scratch-testing: after contact of diamond indenter on the 
surface of the coating, the inclined sample is moved with constant speed. The 
intender remains fixed and produced an increasing load on the inclined sample 
[4] 
 

 
This method as surmised was not appropriate for our goal due 
to influence of substrate material. The influence of the 
substrate material means that adhesion test cannot take place 
on silicon rubber because the load goes beyond the carrying 
capacity of the soft substrate. On another words the coating 

external 
diameter 

 mm Ø 152  

internal 
diameter 

 mm Ø 37 

thickness  mm 25,4 
Density DIN 53 479 g/cm3 1,08 
Shore A 
hardness 

DIN 53 505  40 

Tensile 
strength 

DIN 53 504 
S2 

N/mm2 7,0 

Elongation at 
break 

DIN 53 504 
S2 

% 650 

Tear strength AST D 624  N/mm 40 
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cannot withstand specific for scratch test condition, if the 
substrate is not hard enough. 
Figure 4 and 5 show the failure of this method- impossibility of 
determination critical load for delaminating.   
 
 

 
 
Figure4. Scratch test faulty results   
 

               Penetration depth 
 
                          Residual depth                                    

 
 
 
 
 
 

 
 
 
Figure5. Scratch test faulty results in terms of acoustic emission  
             Acoustic emission  
 
 
 
B. Cross-cut test  
 
  The second adhesion test namely cross-cut test was carried 
out according to the norm DIN EN ISO 2409. The test consists 
in making a series of parallel cuts through the film in one 
direction and a second series at right angles to the first. I make 
six cuts 2 mm apart in each direction, forming 25 squares 
(Fig.6 and 7). Cutting distance was chosen adequate to above 
mentioned norm for soft material with layer thickness till 60 
µm. 
 
 
 
 
 
 

a

 
 
Figure6. Location adhesive tape for cross-cut surface [5] 
 
 
 

b

2

34

1 ≈ 
60

°

 
 
 
Figure7. Location of cross-cut surface straight before peel off [5]  
 
Legend 
1 adhesive tape 
2 coating  
3 cuts 
4 substrate  
 
a smoothed  
b peel off direction  
 
 
 

III.RESULTS AND DISCUSSION 

 
As mentioned above scratch test method turned out an 
inappropriate method for such king of coated material. The 
result of the second method has been juxtaposed in Table 2. 
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TABLE 2 

ADHESION EVLUATION  
 
Lp. coating 

material  
target 
power  

time pressure adhesion 
evaluation 
according 
to DIN EN 
ISO 2409 

  kW min Tr - 
1 titanium 2,2 5 9,8 10∗ -3 0 
2 titanium 3,1 5 9,8 10∗ -3 0 
3 titanium 4,3 6 9,8 10∗ -3 0 
4 titanium 5,7 6 9,8 10∗ -3 0 
5 aluminium 2,0 2 9,8 10∗ -3 0 
6 aluminium 2,0 2 9,8 10∗ -3 0 
7 aluminium 2,0 5 9,8 10∗ -3 0 
8 aluminium 2,0 10 9,8 10∗ -3 0 
9 aluminium 3,1 5 9,8 10∗ -3 0 
 
 
The evaluation oscillates between 0 till 5, where 5 is the 
indicator for the poorest adhesion. 
The results pointed clearly out that coating shows excellent 
adhesion regardless of target power and coating time and metal 
coatings. Figure 6 shows the sample after test with any 
indication of peeling off. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure8. View of the sample after cross-cut test 
 
Unfortunately it is very difficult to evaluation adhesion by 
means another method due to properties of aluminium. It is 
very difficult to solder aluminium, what impede other adhesive 
test methods.  
The adhesion of a film to the substrate is strongly dependent on 
the chemical nature, cleanliness, and microscopic topography 

substrate surface. The adhesion is better for high values of 
kinetic energy of incident species, absorption energy of the 
deposit, and initial nucleation density.  Effective power PE is 
proportional to coating velocity [6], which indicates that with 
power increase will also coating thickness rise. In our 
experiment the maximal value of target power was limited to 
5,7 kW due to considerably sample temperature increase, 
which in turn could cause undesirable side effects. The 
explanation for outstanding adhesion is twofold. First reason is 
that general magnetron sputtering technique guarantee for very 
good adhesion. The second one is due to the fact that our 
parameters were determinated maybe in too narrow range, 
which demand further research.  
 
 
 
 

IV. CONCLUSION 
 

Film adhesion measuring of conductive silicon rubber doesn’t 
indicate any significant difference in terms of target power and 
coating time. Magnetron sputtering coating technique turned 
out very good tool in terms of reliable adhesion. Our 
experiments show that in spite of poor adhesion properties of 
silicon rubber achievement of good coatings are possible. 
Unfortunately other properties of this material namely low 
harness make some testing method unfeasible.   
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Abstract- Conductive plastic gain more and more interest in 
electrical industry due to few advantages in comparison to metal 
like light weight and rustles properties and to some extent lower 
material price. The idea of using such materials is not new. These 
kinds of materials have been applied for many years in fields like 
electromagnetic shielding or voltage grading, where there strongly 
entrench his position. Recently new possible applications are 
being taking into consideration, which have in common that 
conductive plastic should conducting significant among of current. 
This paper inspects a mechanism of current conducting be means 
of percolation theory and resulting with that consequence. 
 

I. INTRODUCTION 

 In order to achieve a very low résistance in plastic material, 
which are at normal state insulator it is necessary to add 
conductive fillers, which enhance electrical conductivity. The 
most commonly filler used for this purpose is carbon black. 
The reason for that are first and foremost the low price, rust-
proof and opportunity to adjust the carbon black conductivity 
depending on combustion process [1]. A mixture of plastic and 
high conductive carbon black presents a new material, which 
exhibits various value of resistance according to percentage of 
conductive filler. The typical characteristic of conductive 
plastic is showed in figure 1. The dependency between 
resistance and carbon black concentration shows highly 
unlined characteristic, which could be elucidated by different 
physical processes namely mechanical tunnelling and 
percolation. 

 

 

 

 
Figure1. Volume resistivity versus the carbon black content 

 
 
 

II.  ELECTRON TRANSPORT IN CONDUCTOR-FILLED PLASTIC 
SYSTEMS  

A.  Quantum Mechanical Tunnelling  
 If carbon black loading has a very small fraction then the 
electron transport is being conducted by means of so called 
tunnelling. For the conductive element, the conductance is 
merely its ohmic value. But for the insulating silicon rubber, 
matters are more complicated. Two conductive particles whose 
separation is large compared to atomic dimension see each 
other through a resistance controlled by the bulk resistivity of 
the silicon rubber itself. However, when the distance is small 
(≤ 100 Å), electrons may tunnel quantum mechanically 
between conductive fillers, leading to a lower resistance than 
would be expected from the insulator alone. A comprehensive 
examination of normal quantum tunnelling can be found in 
Sheng. The basic concept in the Sheng proposal is that there 
exists across any tunnel junction a voltage that is sum of two 
pieces. One part is simply due to the externally applied source; 
the other part is contributes by quantum thermal fluctuations 
with the junction barrier [2]. 
 

B.  Percolation theory 
 For a small volume fraction of the conducting filler   particles, 
the resistivity of composite is close to that of silicon rubber 
matrix (but not equal to due to above mentioned tunnelling 
process).As the volume fraction of the conducting filler 
particles increase, the particles come into contact with one 
another to form the conduction paths through the composite. 
As a result, the resistivity drops by many orders of magnitude 
at a critical threshold. One a saturation region of conducting 
filler particles is reached; there are a large number of 
conduction paths, resulting in a low resistivity [3]. This critical 
threshold where the resistivity so rapidly drops is called 
percolation threshold. The value of percolation threshold is no 
constant but depends of many factors and from one sample to 
another fluctuates. The factors, which contribute to this, are: 
size, aspect ratio, structure, allocation, roughness of carbon 
particles and kind of silicon rubber. Taking into consideration 
all this factors and precisely prediction of percolation threshold 
is a very difficult task. Generally it can be deduced that a high 
aspect ratio and high conductive chemical structure of fillers 
contribute to advantage of forming the conducting network, so 
that percolation threshold is lower.  
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III. RESULT OF CURRENT STRESS 

A. PTC Effect 
 The most significant result of current conducting through 
conductive silicon rubber was increase of resistance with 
temperature rise (see Fig. 2). Because black carbon has 
negative temperature coefficient of resistance, that means the 
resistant decreases with temperature increase, this effect must 
have an explanation in another material properties. A 
straightforward explanation is to ascribe the observed 
experimental facts to self-heating of sample. The thermal 
expansion coefficient of silicone rubber is 2.0-2,5 as big as 
other organic rubber ;meanwhile, the thermal conduction 
coefficient of silicon rubber is also very high, so, serious self 
heating results in increasing temperature of the sample [4].The 
thermal expansion coefficient resulting in volume expansion 
causes breakdown of conductive pathways what contribute to 
resistance increase.  
 

Figure2. Resistance of conductive silicon rubber as a function of temperature 
 

This effect can be reduced at higher carbon black loading if 
the contact pressure will be applied. At higher carbon black 
loading, the conductive networks increase and the average 
interparticle gap becomes smaller. Therefore, the contact 
pressure of particle becomes higher and the network 
breakdown process becomes less efficient. As a result, the rate 
of increase in resistivity is reduced [5]. 

 

B. Switching Effect 
 During high power switching material absorb high energy, 
which leads to partial material ablation. After the high energy 
impulse is terminate the material is capable of switching again. 
This is in contrast to the switching under low current density 
and voltage condition where there are no outward indications 
of this switching event. 

 
 

IV. CONCLUSION 

 Conductive carbon black composites have been researched 
in many respects including electrical conduction properties and 
dielectric behaviour. Because carbon black–silicon rubber obey 
different conduction mechanisms it is very important to know 
accurate and relevant characteristics. Because this material 
exhibit positive temperature coefficient the most feasible 
application can be associated with current limiter device. 
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Abstract - In order to achieve full description of the distorted 
signals applied method of analysis should take into consideration 
two kind of desirable parameters: those which characterizes time 
behavior of the waveform, and those which gives information 
about frequency components. This paper follows by the idea of 
Hilbert Transform (HT) which allows to construct analytic signal 
and introduce the term of instantaneous amplitude (IA), 
instantaneous phase (IP) and instantaneous frequency (IF). 
Unfortunately, application of HT, especially in point of 
instantaneous frequency, gives meaningful results for restrictive 
class of signals. The accurate representation is achieved for 
monocomponents signals. Practical application of HT can be 
preprocessed by selected signal decomposition method. This paper 
provides some analytic derivation of HT and its digital application 
for not decomposed and decomposed signals.  

I. INTRODUCTION 

Dynamic complex phenomena require extended performance 
of applied signal processing methods. One-dimensional Fourier 
spectrum analysis, however very useful and fast digital 
applicable, can be insufficient, providing only general 
information about extracted signal components, with loss of its 
time-varying nature. The frequency analysis can provide the 
frequency details, but unfortunately, we don’t know when the 
frequency changes occurred. In case of dynamic phenomena 
the assumption of the stationarity can not be fulfilled. Signal 
processing has provided the solution for given problem using 
two techniques: joint time-frequency analysis (JTFA) or 
decomposition of the signal and calculation of instantaneous 
amplitude and instantaneous frequency for particular signal 
components. This paper is concentrated on mechanism and 
meaning of Hilbert transform (HT) for calculation of 
instantaneous magnitude and instantaneous frequency. 

Hilbert transform allows constructing orthogonal signal to 
the given one. Having the pair of signal and its orthogonal form 
we can define complex analytic signal with real part as given 
signal and imaginary part as the orthogonal effect of Hilbert 
transformation. Obtained analytic signal is complex function of 
time. For every time instant we can recalculate amplitude as 
well as phase of the local, in point of time, complex value. It 
leads to new characteristics, which represents changes of 
amplitude and changes of phase in time. Derivative of phase in 
time is defined as instantaneous frequency [1],[2],[3],[4].  

Successful application of Hilbert transform is possible only 
for narrow range of signals. The meaningful results are 
achieved in case of monocomponents signals. Thus, in practical 
cases, the HT is applied not strictly for investigated signal, 
usually containing many components, but for single selected 
component, obtained using some signal decomposition method. 
There are several signal decomposition methods including 
orthogonal polynomial expansion, Fourier expansion or 
wavelet expansion. Last work of Huang brought new idea of 
signal expansion into the set of so called intrinsic mode 
function (IMF), which represents the oscillatory mode 
embedded in the signal. The algorithm, which serves the idea 
of representation of the signal by the set of IMF oscillatory 
modes, is called empirical mode decomposition (EMD) and 
was derived by Huang et al. Obtained elements of expansion 
can be putted through an examination by Hilbert transform in 
order to track instantaneous amplitude and instantaneous 
frequency of particular components of the expansion. 
Described approach is known as Hilbert Huang Transform 
(HHT) [5],[6],[7]. Some selected application of Hilbert 
spectrum has found its place also in electrical engineering 
[8],[9],[10],[11]. 

The aim of presented studies is to describe Hilbert transform 
technique and to test its usefulness for fundamental benchmark 
cases of monocomponent and pseudomonocomponent signals. 
In order to investigate the methods several experiments were 
performed supported by analytic derivation and digital 
simulation. One of the contributions of this paper is the 
exploration of Hilbert transform in comparison with its 
continuous and digital realization. The intention of presented 
results is to familiarize with Hilbert engine as crucial element 
in process of calculation of instantaneous amplitude, phase and 
frequency. 

II. HILBERT TRANSFORM AND INSTANTANEOUS PARAMETERS 

The Hilbert transform of given real signal x(t) allows to 
obtain its orthogonal form y(t) as follows [1],[2],[3],[4]: 
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Above definition can be presented in convolution form: 
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Having a pair of orthogonal components we can defined 
complex analytic signal z(t) as: 
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Here reveals definition of instantaneous amplitude (IA) 
recognized as: 

 ( ) ( )( ) ( )( )2 2
IA( t ) z t x t y t= = +  (4) 

Simultaneously, we can distinguish instantaneous phase (IP) 
as phase of analytic signal or as imaginary part of natural 
logarithm of complex analytic function:  

 
( ) ( ) ( )( ) ( ) ( ){ }
( )( ) ( ) ( )( ) ( )( ) ( )j t

IP t t arg z t  or IP t Im ln z t

ln z t ln z t e ln z t j tψ

ψ

ψ

= = =

= = +
 (5) 

Finally, instantaneous angular frequency can be defined as 
derivative of instantaneous phase in time.  
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Additional scaling by factor 1 2/ π leads to instantaneous 
frequency (IF): 

 ( ) ( ) ( ) ( )1 1
2 2

d t
IF t f t t  

dt
ψ

ω
π π

= = =  (7) 

Application of Hilbert transform in definition form (1) is 
difficult. Effective way utilizes its convolution form (2) and 
some relations between Fourier transform and the convolution. 
Required in this approach is the Fourier transform of 
investigated signal x(t). Having: 
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we can recalculate Fourier transform of orthogonal component 
y(t) as: 
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Hilbert transform of given signal can be now uncovered as 
inverse Fourier transform: 

 ( ) ({1y t F Y j )}ω−=  (10) 

Construction of complex analytic signal z(t) according to (3) 
is the initial point for further calculation of instantaneous 
amplitude and frequency. Selected analytic derivation and 
computer application of instantaneous amplitude and 
instantaneous frequency calculation was performed.  

 
A. Monocomponent sinusoidal case 

The area of interests includes sinusoidal signals, mainly 
studied in electrical engineering fundamentals. Thus, firstly we 
have considered monocomponent sinusoidal signal 
( ) ( )1 1 1x t A sin tω ψ= + , supported by analytic derivation 

presented in Table I. Fig 1 presents the numerical results when 
the investigated signal is 50Hz sinusoidal function with 
amplitude equals one and phase initial equals 0. Referring to 
the comments in Table I limitation of phase from π−  to π  
makes instantaneous phase a linear periodical function instead 
of linear continuous  function. Further numerical calculation of 
instantaneous frequency according to (7) brings local delta 
Dirac components. Its localization depends on the placement of 
“artificial” phase jump from π−  to π , which can be 
associated with phase initial of investigated sine signal. 
Mentioned influence depicts Fig. 2. 
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Fig. 1.  Example of numerical calculation of Hilbert transform: (a) investigated 
signal x(t) and its orthogonal form y(t) with instantaneous phase IP(t);(b) signal 

and instantaneous amplitude IA(t);(c) instantaneous frequency IF(t) 
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Fig. 2.  Influence of phase initial of sinusoidal component on numerical 

application of Hilbert transform: (a) instantaneous phase IP(t); (c) 
instantaneous frequency IF(t) 
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TABLE I 
ANALYTIC DERIVATION OF INSTANTANEOUS AMPLITUDE AND FREQUENCY OF: ( ) (1 1x t A sin t )1ω ψ= +  

Step 1: Derivation of Hilbert transform of orthogonal component y(t) using Fourier form of given signal x(t) and formulas (9) and (10): 

( ) ( ) ( ) ( ) ( )1 1
1 1 1 1 1 1

j jFourierx t A t X j jA e esin ψ ψω ψ ω π δ ω ω δ ω ω−⎡ ⎤= + ⎯⎯⎯→ = + − −⎣ ⎦   

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ){ } ( )

1 1 1 1

1 1

1 1 1 1 1

1
1 1 1 1 1 1

sgn sgn sgn

cos

j j j j

j j Inverse Fourier

Y j j X j j jA e e A e e

A e e y t F Y j A t

ψ ψ ψ ψ

ψ ψ

ω ω ω ω π δ ω ω δ ω ω ω π δ ω ω δ ω

π δ ω ω δ ω ω ω ω ψ

− −

− −

⎡ ⎤ ⎡ ⎤= − ⋅ = − ⋅ + − − = + − −⎣ ⎦ ⎣ ⎦
⎡ ⎤= − + + − ⎯⎯⎯⎯⎯→ = = − +⎣ ⎦

1ω
 

Step 2: Definition of instantaneous amplitude and phase referring to analytic signal z(t): 

( ) ( ) ( )( ) ( )( )2 2

1 1 1 1 1 1sin cos 1IA t z t A t A t Aω ψ ω ψ= = + + − + =  

Comments: Instantaneous amplitude of monocomponent signal confirms constant character of its amplitude. 

( ) ( ) ( )( ) ( )
( ) ( )( )1 1 1

1 1 1 1 1 1
1 1 1 2 2

cos
arg ctg

sin
A t

IP t t z t arctg arctg t arctg tg t t
A t

ω ψ π πψ ω ψ
ω ψ

⎛ ⎞− + ⎛ ⎞⎛ ⎞= = = = − + = + − = + −⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟+ ⎝ ⎠⎝ ⎠⎝ ⎠
ω ψ ω ψ  

Comments: Instantaneous phase is a linear function of time with coefficient equals 1ω . In practical or digital realization the angle is limited to ,π π− . 

Introducing mentioned limitation given linear function becomes periodical linear function with period 1
1

2T π
ω= . We can distinguish the time constant when 

the function of instantaneous phase obtains the border value π  and then jumps to π− : 

1 1
1 1 1 1 1 1 1 1

1

2 3 0 1 2
2 2 2 2 2 2

T T
t t t kT k

T
, , , ..π π π π πω ψ ψ π π ψ ψ

π π
⎛ ⎞ ⎛ ⎞+ − = + − = → = + − = − ± =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

Step 3: Calculation of instantaneous angular frequency: 
Method 1 using derivative and real and imaginary part of analytic signal: 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( )
( ) ( )

2
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

12 2 2 2 2 2 2
1 1 1 1 1 1 1

d t x t y t y t x t A t A t A t A t A
t

dt x t y t A t A t A
' ' sin sin cos cos

sin cos
ψ ω ψ ω ψ ω ω ψ ω ω ωψ

ω ω
ω ψ ω ψ

− + + + + +
= = == = =

+ + + +
 

Method 2 using combined derivative and trigonometry approach: 

( ) ( )
( )

( )
( ) ( )

( )
( ) ( ) ( ) ( )

( )

2
1 1

1 1 1 12 2 2
1 1 1 1 1 1

1 1d
dt

ty t t
t t t t

x t t t t

cos cos
tg ctg

sin cos sin sin

ω ψ ψ
t

ψ ω ψ ψ ω ψ ω
ω ψ ψ ω ψ ω

⎛ ⎞− + −′ ′= = = − + ⎯⎯→ = − → =⎜ ⎟⎜ ⎟+ + +⎝ ⎠ ψ
 

( )
( ) ( ) ( ) ( ) ( ) ( )

( )

2
2 2

1 1 1 12 2 2 2
1 1 1 1 1 1

1 1 1
1 1 1

t
t t t

t t t t
cos

cos ; sin
tg ctg ctg sin

ψ
ψ ω ψ ψ ω ω

ψ ω ψ ω ψ ω ψ
′= = + = → =

+ + + + + +
=  

Method 3 using direct derivative of phase function: 

( ) ( )
1 1 2

d t dt t
dt dt
ψ π

1ω ω ψ ω⎛ ⎞= = + − =⎜ ⎟
⎝ ⎠

 

Comments: Obtained derivation underline constant character of angular frequency of investigated monocomponent signal. However, taking into consideration 
mentioned practical representation of instantaneous phase function as periodical form limited in range ,π π−  with “artificial” phase jump from π  to π−  

in time instant equals t1 ,we have to consider not only constant function 1ω  but also delta Dirac function in t1. 

TABLE II 
ANALYTIC DERIVATION OF INSTANTANEOUS AMPLITUDE AND FREQUENCY OF: ( ) ( ) (1 1 1 2 2x t A sin t A sin t )2ω ψ ω= + + +ψ  

Referring to above steps for monoconponent the instantaneous amplitude, phase and frequency of dual sine signal can be presented as: 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )( )

( ) ( )
( )

( ) ( )
( ) ( )

( )

1 1 1 2 2 2 1 1 1 2 2 2

2 2
1 2 1 2 2 1 2 2

1 1 1 2 2 2

1 1 1 2 2 2

2 2
1 1 2

2

1
2

z t x t jy t A t A t j A t A t

IA t z t A A A A t

y t A t A t
IP t arctg arctg

x t A t A t

A A
IF t

sin sin cos cos

( ) cos

cos cos
sin sin

ω ψ ω ψ ω ψ ω ψ

ω ω ψ ψ

ω ψ ω ψ
ω ψ ω ψ

ω

π

⎡ ⎤= + = + + + − + + +⎣ ⎦

→ = = + + − + −

⎛ ⎞ ⎛ ⎞+ + +
→ = = −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ + +⎝ ⎠ ⎝ ⎠

+
→ =

( )( ) ( ) ( )( )( )
( ) ( )( )

2 1 2 2 1 2 1 2 2

2 2
1 2 1 2 2 1 2 22

A A t

A A A A t

cos

cos

ω ω ω ω ω ψ ψ

ω ω ψ ψ

+ + − + −

+ + − + −
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Fig. 3.  Example of continuous calculation of Hilbert transform of 

monocomponent signal: (a) investigated signal x(t) and its orthogonal form y(t) 
with instantaneous phase IP(t);(b) signal and instantaneous amplitude IA(t);(c) 

instantaneous frequency IF(t) 
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Fig. 4.  Example of continuous calculation of Hilbert transform of dual 

component signal: (a) investigated signal x(t) and its components x1(t) and x2(t); 
(b) instantaneous amplitude IA(t);(c) instantaneous phase IP(t);(d) 

instantaneous frequency IF(t) 
True instantaneous amplitude, phase and frequency normally 

is not weighted by numerical limitation and can be rather 
interpreted as continuous functions. In comparison to Fig 1 we 
have constructed Fig. 3, presenting Hilbert transform and 
further calculation of instantaneous characteristics of signal 
parameters after correction of the phase function in continues 
mode, without the limitation ,π π− . Presenting trend 
represents intuitive expectation for constant amplitude and 
frequency of investigated monocomponent sine signal.  

 
B. Dualcomponent sinusoidal case 

In order to further exploration of Hilbert idea we have also 
reintroduce previous derivation into sum of sinus signals 
( ) ( ) ( )1 1 1 2 2x t A sin t A sin t 2ω ψ ω= + + +ψ . Obtained formulas 

describing instantaneous amplitude, phase, and frequency are 
grouped in Table II. Mentioned instantaneous characteristic of 
signal parameters is also shown in Fig. 4, including comparison 
with instantaneous characteristics of particular signal 
components. We can distinguish general comment that direct 
application of Hilbert transform, and its further utilization to 
instantaneous parameters calculation, is not sufficient for 
distorted signal. The initial decomposition process is required 
preceded the Hilbert calculation. Having particular components 
of the signal we can perform Hilbert tool and obtain complex 
information about its time-varying aspects. 

III. CONCLUSION 

Hilbert transform is a one of the tool for creation of analytic 
signal which can be treated as initial form of the signal for 
calculation of instantaneous characteristic of the signal as 
instantaneous amplitude, phase or frequency. Presented in the 
paper numerical application confirmes some limitation and 
restriction of direct application of the Hilbert method. The 
solution is supporting the Hilbert calculation by previous 
decomposition of the signal. Application of Hilbert tool, and 
calculation of instantaneous parameters for every decomposed 
components can bring complex information about time-varying 
nature of investigated distortion. 

REFERENCES 
[1] Bedrosian E., “The Analytic Signal Representation of Modulated 

waveform”, Proceedings of the IEEE, 1962, pp. 2071-2076. 
[2] Bedrosian E., “A product theorem for Hilbert transforms”, Proceedings of 

the IEEE, 1963, pp. 868-869. 
[3] Alavi-Sereshki M.M., Prabhakar J.C., “A tabulation of Hilbert 

Transforms for Electrical Engineering”, IEEE Trans. Communications, 
vol. Com-20, no. 6, 1972, pp.1194-1198. 

[4] Boashash B., “Estimating and Interpreting the Instantaneous frequency of 
Signal – Part 1: Fundamentals and Part 2: Algorithms and Applications ”, 
Proceedings of the IEEE, vol. 80, no. 4, 1992, pp. 520-568. 

[5] Huang N. E. at al, “The empirical mode decomposition and the Hilbert 
spectrum for nonlinear and non-stationary time series analysis”, 
Proceedings of The Royal Society 454, 1998, pp. 903-995. 

[6] Huang N. E., Shen S. S., Hilbert-Huang transform and its applications, 
World Scientific Publishing, 2005. 

[7] Rilling G., Flandrin P., „One of two frequencies? The Empirical Mode 
Decomposition Answers“, IEEE Trans. on. Sig. Procc., vol. 56, no.1, 
2008, pp.85-95. 

[8] Andrade M.A., Messina A.R., Rivera C. A., Olugin D., “Identification of 
Instantaneous Attibutes of Torsional Shaft Singals using Hilbert 
Transform”, IEEE Trans. on. Pow. Systems, vol. 19, no.3, 2004, pp.1422-
1429. 

[9] Marei M.I, Abdel-Galil T.K., El-Saadany F.El., Salama M.M.A., “Hilbert 
Transform Based Control Algotihm of the DG Interface for Voltage 
Flicker Mitigation”, IEEE Trans. on. Pow. Deliv., vol. 20, no.2, 2005, 
pp.1129-1133. 

[10] Senroy N., Suryanarayanan S., Riberio P.F., “An improved Hilbert-
Huang Transform for Analysis of Time-Varying in Power Quality”, IEEE 
Trans. on. Pow. Deliv., vol. 22, no.4, 2007, pp.1843-1850. 

[11] Sikorski T., Ziaja E., “Advanced signal representation methods for 
analysis of transient states in embedded generation systems”, Systems – 
Journal of Transdisciplinary Systems Science, vol. 13, 2008, pp. 66-72. 

 

 

PUBLIC
 R

ELE
ASE

PREPRIN
T



Voltage Dependence of Hologram Generation 

Dynamics in Nematic Liquid Crystal Hybrid Panels 
 

Agata Anczykowska, Stanislaw Bartkiewicz, Lech Sznitko, Jaroslaw Mysliwiec 
Institute of Physical and Theoretical Chemistry 

Wroclaw University of Technology 

Wybrzeze Wyspianskiego 27 

50-370 Wroclaw, Poland 
 

 
Abstract - In this paper we present results of the study of 

dynamics of diffraction efficiency in hybrid liquid crystal panels 
(HLCP) dependent on applied voltage. In the experiment we used 

laser to write a hologram by modifying the alignment of liquid 
crystal molecules. Simultaneously we used a second laser to read 
the recorded gratings. We proposed the model explaining the 

dynamics of the gratings formation which is composed of three 
different following processes related to the charge carriers 
generation and their mobility in the photo conducting polymer.  

I. INTRODUCTION 

Nowadays photonic devices with a potential use for 

information storage and processing are the subject of 

increasing interest and development. The photo induced 

refractive index changes in nematic liquid crystals are very 

popular among different physical processes enabling the 

creation of real time holograms. When properly used in optical 

systems they allow for pattern recognition, moving object 

extraction, optical filtering, and realization of associative 

memories. Implementation of such tasks requires sensitive, fast 

and reversible recording media. The process of hologram 

formation and erasure generally relies on optical build-up of 

transient diffraction gratings in a material. [1-2] These gratings 

understood as a spatial modulation of index of refraction or 

absorption arise as a result of various non-linear optical 

processes which are not well described yet. Many parameters 

require optimization, and with some improvements the hybrid 

liquid crystal panels (HLCP) could become a very efficient 

storage medium for large amounts of data in small areas.  

The purpose of the research reported in this contribution 

was to investigate the dynamics of diffraction efficiency in 

HLCP dependent on applied voltage. 

 

II. EXPERIMENT 

A. Sample 

The investigated liquid crystal panel was made by 

sandwiching nematic liquid crystal between two ITO (Indium 

Tin Oxide) glass plates onto which thin layers of photo-

conducting polymer were spin-coated. Scheme of the 

sandwich-type HLCP is shown in Fig.1. 

For sample preparation we used poly(N-vinylocarbazole) 

sensitized on visible light spectra by doping the 

trinitrofluorenone molecules (PVK + TNF). 

 
Figure 1. Hybrid nematic liquid crystal panel (HLCP) 

 

The thickness of this layer was about 100 nm. The 

multicomponent nematic liquid crystal mixture E7 (Merck, 

Darmstadt, Germany) was used as the “optically active” 

medium. 

The distance between ITO plates was set by 10 µm spacers. 

Surfaces of the photo-conducting thin layers were uniaxially 

brushed to preliminary direct the molecules of the liquid crystal 

without the influence of an applied voltage. 

 

B. Experimental set-up 

All measurements were done in a typical degenerated two 

wave mixing experiment set-up which is schematically shown 

in  Fig. 2 [3]. 

Nd:YAG laser “L1”, which operates on wavelength λ = 532 

nm was used to write a hologram by modifying the alignment 

of liquid crystal molecules. The writing laser beam was firstly 

partially attenuated by the grey filter “F” and then was divided 

into two beams “Iw(1)” and “Iw(2)” by the beam splitter “BS”. 

The intensities of these beams were not equal so the gradient 

filter “GF” was used to compensate for the difference.  

The mirror “M” was used to direct beam “Iw(2)” onto 

sample “HLCP” to allow interference with beam “Iw(1)” 

within the sample volume. Interfering beams caused 

modulation of the refractive index ∆n. 

A second laser He-Ne “L2”, which operates on wavelength 

λ = 632.8 nm was used to read the stored image.  
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Figure 2. Experimental set-up for degenerated two wave mixing measurements.  
L1 – Nd:YAG laser,  L2 – He-Ne laser, F – grey filter, GF – gradient filter, Sh 
– shutter, BS – beam splitter, M – mirror, S – sample, VR – voltage regulator, 

Det – detector, Os - oscilloscope. 

 

Power of the first order diffraction beam “Ir(+1)” was 

measured by silicon detector “Det” coupled with digital 

oscilloscope “Os”. 

Power Supply "VR" of DC voltage connected to the sample 

was regulated within the range of 0-50V. Diffraction efficiency 

was measured in dependency of applied to the HLCP voltage. 

All the following parameters were fixed. The reading angle 

(angle between normal to the sample surface and reading beam) 

was set to β = 12º, the writing angle (the angle between writing 

beams Iw(1) and Iw(2)) was set to 2θ= 4º and the tilt angle (the 

angle between bisector of writing beams and normal to the 

sample surface) was α = 0º. The power of  writing beams were 

Iw(1) = Iw(2) = 19mW and the power of reading beam was Ir = 

15mW. 

 

III. THEORY 

Experimentally diffraction efficiency η is calculated from 

the measured intensity of light in a certain diffraction order. 

This figure is determined as the ratio of intensity of diffracted 

light in a first diffraction order Ir(+1) to the intensity of 

incident light Ir. 

Ir

Ir )1(+
=η                                     (1) 

Theoretically diffraction efficiency η (for thin diffraction 

gratings) is determined by using the Raman-Nath 

approximation. This approximation can be used to link 

diffraction efficiency with the alteration of the composite 

refractive index by ∆n* Bessel functions J1 [4,5] 

 

( ) 2
1 φη J=                                      (2) 

λ

π
φ

dn*2 ∆
=                                    (3) 

π

κλ

4

* ∆
+∆=∆ inn                                (4) 

 

 

where  d – the thickness of the liquid crystal panel 

 λ – wavelength of the writing laser 

 ∆κ –modulation of absorption coefficient 

 ∆n – modulation of refractive index  

 

If absorption of the refractive material is insignificantly 

small, the Bessel function parameter for thin diffraction 

gratings can be written in the form of 

λ

π
φ

nd∆
=
2                                    (5) 

For the writing laser wavelength of light of  λ = 632.8 nm 

and the thickness of the liquid crystal panel, d = 10µm 

parameter value 2πd/λ = 99.1. 

The sinusoidal light modulation caused by interfering light 

in the volume of sample generates charge carriers in PVK:TNF 

layers. Number of generated carriers is proportional to the 

intensity of incident light, so generation is strongest in the 

places where constructive interference occurs and none where 

destructive interference occurs. 

When the sample is illuminated, DC voltage is applied and 

when it’s value is over Freedericksz potential, the generation of 

the charges and their drift into the photo-conducting layers 

provides changes to the local electric field, which results in 

liquid crystal molecules reorientation and then spatial 

refractive index modulation in the sample. 

The charge generation and transport in HLCP can be 

divided into three different following processes (∆n1, ∆n2, ∆n3). 

These three processes are characterized by the following 

parameters: 

- amplitudes determining the quantitative contribution of each 

of the processes. (n1M, n2M, n3M) 

- stable in time angles between different diffraction gratings 

(φ1/2, φ1/3, φ2/3) determining their relative position  

- time constants (τ1, τ2, τ3) determining the rate of exponential 

growth of gratings writing 

- time constants of erasing functions (τ1e, τ2e, τ3e) 

Basing on the preceding assumptions we developed the 

following mathematical model for description of modulation of 

the refractive index during diffraction gratings writing process 

which is based on gratings coupling [6]. 

∆n = [∆n1
2
+∆n2

2
+∆n3

2
 + 2·∆n1·∆n2·cos(φ1/2) + 

            2·∆n1·∆n3·cos(φ1/3) + 2·∆n2·∆n3 · cos(φ2/3)]
1/2
            (6) 

 
ietit

Mii eenn ττ // )1( −− ⋅−=∆   , i = 1, 2, 3                (7) 

 

IV. RESULTS AND DISCUSSION 

Temporal evolution of diffraction efficiency was measured 

for different values of applied to the HLCP voltage. The 

experimental data indicate that diffraction efficiency generally 

increases with increasing voltage. This is due to the fact that 

the number of generated charge carriers responsible for the 

efficiency of the process of hologram writing depends on 

applied to the HLCP voltage. Temporal evolution of diffraction 

efficiency for different values of applied to the HLCP voltage 

is shown in Fig. 3. 
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Figure 3. Temporal evolution of diffraction efficiency for different values of 

applied to the HLCP voltage.  
Black curve – 32V, dark grey curve – 40V, light grey curve – 50V. 
 

Diffraction efficiency depends on the modulation of the 

effective refractive index, which described by formula (6) 

consists of three different following processes (∆n1, ∆n2, ∆n3). 

For the processes of diffraction gratings formation most of the 

parameters characterizing those three processes change when 

applied to the HLCP voltage changes as shown in Table 1. 

The first process which occurs in first few milliseconds 

after irradiation of the sample can be explained as generation of 

electrons and holes in the bright regions of both PVK:TNF 

layers, diffusion of holes into the dark regions of polymer 

layers on anode side (redistribution of holes near the border 

between PVK:TNF layer and liquid crystal at anode side). 

Time constant of the first diffraction grating (τ1 = 20ms) 

remains constant, so it can be concluded that it is independent 

of voltage applied to the HLCP. Amplitude of this process (n1M) 

increases with increasing voltage and time constant of the 

erasing function (τ1e) decreases. 

The next process occurs within several tens of milliseconds 

and is connected with the depletion of faster holes at cathode 

side and charge transfer in external electric field. Time constant 

of this process (τ2) changes linearly with changing inverse 

voltage and time constant of the erasing function (τ2e) has 

infinite value so it can be assumed that it has no effect on the 

process of writing of the second grating.  

The last process takes a few hundred milliseconds. Charge 

is transferred from side holes located on anode to the molecules 

of liquid crystal which results in the flow of the cations through 

the sample volume and their arrival to PVK:TNF layer at the 

cathode side. This process leads to neutralization of electrons 

present in the cathode. Time constant of this process (τ3) also 

changes linearly with changing inverse voltage and time 

constant of the erasing function (τ3e) has infinite value similarly 

to the second process so it can be assumed that it has no effect 

on the process of writing of the third grating.  

 

 

 

 

 

TABLE I 
THE SET OF APPROXIMATION PARAMETERS FOR THE SERIES OF 

EXPERIMENTAL CURVES OF WRITING DYNAMICS OF THE  HOLOGRAM 

CALCULATED USING THE EQUATION (6) 

U 

[V] 

τ1 

[ms] 

τ2 

[ms] 

τ3 

[ms] 

n1M 

[10-5] 

n2M 

[10-5] 

n3M 

[10-5] 

32 20.0 56.0 580.0 0.0 26.0 37.0 

36 20.0 47.0 554.0 70.8 104.9 98.7 

40 20.0 39.5 534.0 97.2 125.9 113.0 

44 20.0 33.5 517.0 154.6 182.9 170.7 

48 20.0 28.0 504.0 237.1 259.5 264.4 

50 20.0 25.5 498.0 294.8 306.7 288.0 

 

U 

[V] 

τ1e 

[ms] 

τ2e 

[ms] 

τ3e 

[ms] 

φ1/2 

[rad] 

φ1/3 

[rad] 

φ2/3 

[rad] 

32 1300 ∞ ∞ 2.81 0.00 2.81 

36 1050 ∞ ∞ 3.01 -0.01 3.02 

40 858 ∞ ∞ 3.00 -0.05 3.05 

44 700 ∞ ∞ 3.04 -0.06 3.10 

48 580 ∞ ∞ 3.05 -0.08 3.13 

50 520 ∞ ∞ 3.06 -0.09 3.15 

 

Approximated curves very accurately coincide with the 

experimental data obtained for various experimental conditions. 

In Fig.4. experimental data of dynamics of diffraction 

efficiency and estimated values for the process of hologram 

writing for applied to the HLCP voltage U = 40V are shown. 

After shutter release a rapid increase in the diffraction 

efficiency was observed. After 25 ms it reached the local 

maximum value of 0.0067%, then started to decrease and 

reached a minimum value of 0.0043% in the 55 ms of 

experiment, then rise again to the maximum value of 0.0104% 

in the 165 ms of experiment and decreased slowly to the value 

of  0.0044% and stabilized after 1000 ms from the start of the 

experiment. 
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Figure 4. Typical time dependency of diffraction efficiency for HLCP.  

Gray points – experimental data, black points – estimated values (parameters of 
estimation can be found in Table 1.)   
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V. CONCLUSION 

In conclusion, we have demonstrated the results of the 

comparison between experimental and estimated data.  

The presented  mathematical model which takes into 

account the existence of charge carriers (holes and electrons) 

and their mobility in the photo conducting polymer fairly well 

describes the three-step process occurring inside the HLCP 

during the hologram writing.  

The calculated parameters characterizing proposed 

mathematical model show that the dynamics of the hologram 

writing is linked to the generation and transport of charge 

carriers (diffusion and drift) in the external electric field. 
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Abstract- In Germany renewable energy sources are paid by 

law with a constant amount for the supplied energy. Thus, the 
operators of such plants have no intention to take part at the 
energy market yet, but there exists possibilities to earn a better 
payment, so already some facilities act in the market and in the 
future this participation will be more and also necessary. 

This work analyses the opportunities for the participation at 
an energy exchange and at the control power market. To interact 
with the market, wind farms have to supply a constant power for 
a specified time. Due to the fluctuations of wind energy it is not 
possibly to guarantee a constant power based on wind forecasts. 
Thus, the wind farm cannot sell their maximal estimated energy 
but only a reduced value. The aim of the work is to figure out this 
specific "safety factor". Later on, the results are compared both 
technically and economically with the use of a storage unit, where 
the full amount of energy can be traded. 

I. INTRODUCTION 

Renewable energy is a constant growing part of the 
worldwide energy supply. In Germany the most important 
source is wind energy. In comparison to conventional power 
plants the most renewables have the main disadvantage of 
delivering fluctuating energy why they cannot be used to 
guarantee a steady supply. 

In spite of this disadvantage, the renewable energy is extra 
supported because it is a sustainable and environment friendly 
energy form and an important alternative for future supply. In 
Germany this official support is regulated by law by the 
government through the Renewable Energy Sources Act (EEG) 
[1]. The owners of renewable production facilities get a priority 
feed-in into the grid, where the grid operator must take-over 
the energy and pay a fix refund for the generated energy. This 
payment is often higher than the average production cost in 
conventional power plants but sometimes lower than 
achievable prices at energy markets. 

 

II. SAFETY FACTOR 

To take part at an energy market the production facility has 
to provide a constant power for a specified time (e.g. 15 
minutes or 1 hour). This is the so called "scheduled energy". 
Fluctuating energy sources like wind energy have not the 
ability to supply this scheduled energy because the forecast of 
the next day wind speed is not so accurate. The prediction of 
the produced energy is possible, but during the day the wind 
power may be not in the time when it is awaited. Due to wind 

delay the expected power may shift by one hour. Because of 
this forecast uncertainty, the wind farm owner cannot trade the 
whole produced wind energy. He has to insert a safety factor, 
by which the maximal possible wind power is reduced. By 
reducing the power, the wind farm owner is able to supply a 
(lower) scheduled power, but will not violate his supply 
contract in the case, that the wind power is another than 
predicted.  

An example is shown in Fig. 1. Concerning to the wind 
forecast (blue line) the wind farm owner sells the wind energy 
in 1-hour-contracts (orange + grey bars) to a costumer. The 
height of power he uses is always the maximal possible power 
for this one hour, what is also the minimal wind power in this 
time. At the day of delivery the supplied wind power has 
another curve (red line), so a part of the sold energy can not be 
supplied and the before sold scheduled energy have to be 
reduced (grey bars). Thus, the wind farm owner has to pay a 
penalty because he cannot fulfill his contract. 

 

Figure 1. Example of energy deficit by trading the maximum power  
depending on the forecast compared to the real wind power 

 
By this situation, the wind farm owner has to decide, 

whether it is cheaper for him to pay the penalty and sell the 
maximal possible scheduled energy or he reduces the 
scheduled energy by a safety factor (e.g. he sells only 80 % of 
the maximum). Doing the last option, he loses income because 
he cannot sell this energy to a better price, but on the other side 
he has not to pay penalties. This may work with an energy 
exchange, but at the control power market the supplier is 
pledged by contracts to be able to supply the scheduled power 
at 100 % of the time he offers. 
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III. SIMULATION SYSTEM 

The basic simulation system consists of a wind farm with 
250 MW and a storage system. These components were 
modeled in a simulation environment, which was designed for 
optimal operation planning of energy supply systems using a 
mixed integer linear programming (MILP) [2]. The required 
technical parameters of the wind energy farm and the storage 
system are implemented into the model, whereby it is secured 
that the facilities will run within their specifications. In this 
work the program uses the optimization to make decisions 
where the generated wind energy will be sold. For this purpose 
different payment sources exist, which each represents another 
customer (e.g. an energy exchange). For each scenario and 
their combination the optimization tries to find the best result 
by maximize the amount of coverage for the wind farm 
operator. Equation (1) shows the objective function. 

 

( )
I T !

i,t i,t i,t
i 1t 1

OF R C x MAX
= =

= − ⋅ ⎯⎯→∑∑  

 

(1) 
 

R revenues 
C costs 
x optimization variable 
i, I index of number of elements 
t, T index of time intervals 

 
The simulation expects a "day-ahead" sale of energy with 

forecasts for wind & prices and makes a daily optimization 
with 96 time intervals of 15 minutes each for one complete 
year. The system uses also data from the next two days as input. 
Thus, the usage of the storage unit can be more optimized for a 
longer time period. In the case the prices are higher the next 
day, the optimization system maybe decides to store only 
energy to the storage at present day and sell it completely at the 
next day. As input for the components historical time-variant 
curves were used for price trends and wind speed. So it is 
guaranteed that the wind speed in the summer is corresponding 
to the energy market price in the summer.  

 

IV. BASIC SIMULATION DATA 

For the simulations, scenarios were devised in order to 
reproduce the energy market situation in Germany [3]. The 
main focus in this work was on the energy and control power 
market, but the model also included possibilities to participate 
at other markets, e.g. congestion management [4]. 

 

A. Energy Market 
After the liberalization of the electrical grid the different 

European energy markets arose. This scenario is based on data 
from the European Energy Exchange (EEX). At the EEX 
suppliers and customers can trade at different markets, whereas 
in this work is considered only the spot market. There is the 
possibility to offer hour-bids (in this work called "Peak") with 

a minimum of 0.1 MW for 1 hour. The bidding is for the next 
day and following the daily load, the price between noon and 
afternoon is much higher than during night, so there can be a 
worthwhile energy shifting. 

B. Control Power 
To ensure a secure operation of the electrical grid, it is 

necessary to use control power for the regulation of energy and 
frequency fluctuations. There exist two types of control power: 
first is positive control power which demands extra energy feed 
into the grid (e.g. increased supply from power plants) and the 
second is negative control power which reduces the energy 
feed into the grid or increases the load (e.g. with pumped hydro 
storages). The different types of control power (primary, 
secondary, tertiary control power) are realized today mainly 
with large conventional power plants. 

These simulations contain only tertiary control power (TC). 
After 15 minutes the TC has to be activated and takes place up 
to 1 hour. Suppliers have to deliver at least ± 15 MW and the 
bidding is for the next day. The transmission system operator 
purchases this power at a control power market, where 
accredited power plants are able to offer their power. Wind 
energy farms may also take part, because wind turbines are 
able to supply control power [5]. There exist already renewable 
energy sources which deliver control power. Besides 
hydropower, small and midsized power plants (wind, 
photovoltaics, combined heat and power) working together in 
generation pools to satisfy with the requirements. 

The power plants get a fix amount of money only for 
providing the power ready (demand charge). The price depends 
on the demand at the power market; typically the negative 
control power is expensive during the night and cheap at the 
day, while it is reverse at the positive control power. The 
special interest at negative control power for wind farms is the 
possibility to sell the reserved energy also at a source without a 
contract, e.g. the EEG. As long as the negative control power is 
not required, the wind turbine can run on full power and sell 
the energy. Only at the time of demand, the turbine must 
throttle the output and loss the extra income. 

 

C. Energy Storage 
Energy storages are suited for making the energy supply 

independent of time. They can accept and deliver energy from 
the grid if there is a surplus or a shortage. Storages are not only 
used for this technical issue but also for economical purposes. 
During the night energy is charged into the storage and during 
the high demand at the daytime it is feed back into the grid, e.g. 
with pumped hydro storages. Thus, the expensive peak load 
energy can be avoided partly. 

For the simulations the storage is used both for technical and 
economic issues. It charges the wind energy when the price at 
the energy market is low and discharges when the price is high. 
The storage also assures a secure supply of the scheduled 
energy. According to the wind farm, a storage was chosen with 
a power of 100 MW and 800 MWh (redox flow battery). 
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D. Further Specifications 
The running costs (operating and maintenance) of the 

storages were integrated into the optimization while fixed costs 
for the storage or other expenses (e.g. fees for participation at 
energy market) are not part of the optimization. They will be 
offset later with the simulation outputs to get the overall result. 
It is also assumed that the wind energy farm already exists, so 
its costs are not part of this work. 

 

V. RESULTS 

The safety factor was varied between 0 to 20 % according to 
the maximal possible power, as described in chapter II. With 
these different values, the various scenarios were simulated for 
one the same year to compare the results, according to 
violation of the scheduled energy and also to the income of the 
wind farm owner. 

In Fig. 2, an example day of the day-ahead simulation is 
displayed. The wind power (Wind) will be sold between 7.00 
and 21.00 to the energy exchange, supplying always a constant 
power block for one hour (Peak1, Peak2). In the morning, a 
four hour block of negative tertiary control power (nTC1) will 
be delivered, which will be provided by throttling the wind 
farm (TnTC). The rest of the energy will be sold via the EEG 
(EEG) with a payment of 80 €/MWh. It is obvious, that the 
optimization will sell as much energy as possible to the highest 
price, so the maximal power is always the maximal wind 
power, concerning to the wind forecast. 

 Figure 2. Optimized day-ahead sale of the wind energy 
without a safety factor 

 
On the day of delivery, the wind speed differs from the 

predicted wind the day before, so the produced wind power 
does not fit the scheduled energy what was sold the simulation 
before to the day-ahead markets. In Fig. 3, the sold scheduled 
energy to the energy exchange (PeakS) and to the control 
power (nTCp) cannot be delivered (PeakSh, nTCpH). 
Therefore the missing energy has to be taken from other 
sources (EnTCB). In these cases, the wind farm owner has to 
pay a higher price to purchase this (balancing) energy (BEPeak) 
or has to pay penalties to the costumer, because he could not 
fulfill the contract. The rest of the energy is sold via the EEG 

like before, because the energy is feed directly into the grid 
without any contract like it is produced. 

 Figure 3. At day of delivery differences occur between supply and sale 
 
If there will be a safety factor, then the amount of maximal 

possible power will be reduced. In Fig. 4 this value is reduced 
by 15 %, which can be seen in the purple (PeakSF) and dark 
green color (nTCSF). This energy can be sold also to the EEG 
the next day or it will be later throttled if necessary. With this 
"buffer" the wind farm owner can compensate differences 
between the wind forecast from the day-ahead optimization and 
the real wind. So on the day of delivery the missing energy 
(Fig. 5) is reduced, compared to Fig. 3. 

Figure 4. Optimized day-ahead sale of the wind energy 
with a safety factor of 15 % 

Figure 5. Supply with reduced violations due to the safety factor 
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 In the case a storage is combined with the wind farm, a 
safety factor is not necessary because the storage will balance 
the difference between forecast and real wind. Furthermore the 
storage can increase the income of the owner because now it is 
possible to speculate on the market as described before. The 
same day as before is showed in Fig. 6. With the storage the 
optimization decide to buy energy in the morning (EP) and 
charge the storage (Sc). The storage is then discharged to 
maximize the energy which is delivered to the energy exchange 
(Sd) and it also supports the control power, which is increased 
in the morning and evening by the storage (ScnTC). 

 Figure 6. Day-ahead optimization including the storage 
 
At the day of delivery (Fig. 7) the storage is able to manage 

the different wind speeds and no violation of the control power 
occurs, only balancing energy for energy exchange is needed. 

 Figure 7. With a storage no violations occur and the income is increased 
 
These simulations were made for each day of a chosen year 

for the different scenarios. At the end, the income/expenses of 
the wind farm owner including penalties and the annual storage 
capital costs (10 m€) have to be compared to give an answer to 
the question, which safety factor (SF) is necessary and whether 
the implementation of a storage is worthwhile. The results are 
shown in Table I. The first column shows the number of 
violations of the provided control power, because if there are 
violations, the wind farm is banished from further 
participations at this market. The next column is the results of 
the optimization for one year; the part of the penalty fees and 

balancing energy of the result and the last column shows the 
total income including storage costs if included.  

TABLE I 
OVERVIEW OF THE RESULTS FROM THE DIFFERENT SCENARIOS OF ONE YEAR 

 

VI. CONCLUSION 

This work showed, that it is essential to use a safety factor in 
the case, that the wind farm operator wants to participate at an 
energy market without a storage. Under some circumstances it 
is possible to allow violations of the scheduled energy, e.g. at 
the energy exchange. Nevertheless, the suppliers have to 
deliver the sold energy and so they have to buy it somewhere 
else (for higher prices) or have to pay penalties. At the control 
power market a non-compliance is not accepted, so in the case 
the wind farm is not able to supply the sold energy, it is locked 
out from further trade and cannot take part anymore at this 
market. Therefore it is necessary to include a safety factor 
(e.g. 20 %) to be on a safe side. However, including this factor 
will decrease the income of the wind farm because of selling 
less energy to the high price payment. An energy storage can 
handle this problem and is also able to increase the income by a 
better trading of the energy at the market. Thus, a storage has 
both technical and economical benefits for the system [6].  
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Abstract-This paper introduces a methodology for investigating 
the behaviour of a distribution network incorporating both load 
variations and variable micro-wind generation output.  The 
probabilistic methodology is applied to a representative model of 
the Irish Distribution Network. Application of a selection of 
commercially available micro-wind turbines to the model is 
investigated for a range of load and generation scenarios based 
on a standard load profile and varying mean wind speed. 
Analysis of the results of the analysis forms the basis for defining 
the limitations of the methodology but also presents the 
opportunities for future work. 

I. INTRODUCTION 

This paper advances the work in [1], where a model was 

developed to analyse the impact on a distribution network, in 

the terms of voltage rise of increasing penetration of micro 

generation and more specifically, micro-wind generation. 

Indeed, [1] was itself based on the systems described in  [2] 

and [3].  In a report commissioned by Sustainable Energy 

Ireland (SEI) investigating the costs and benefits of 

embedded generation in Ireland [3], analysis for the context 

of micro-generation stated that voltage rise problems would 

not be encountered for the worst case scenario (each 

consumer having 1.1kV of generation whilst at minimum 

load of 0.16kVA).  

This model is compiled employing MATLAB© to 

implement a Distflow routine as outlined in [4].  The Distflow 

approach derives the bus voltage of a weakly meshed network 

by iteratively evaluating the Load Flow solution of the 

modeled network under varying load/generation scenarios. 

The Representative Irish Network which is considered in 

this analysis is shown in Figure 1.  The system comprised of: 

� One 500MVA Source 

� Two 10 MVA Transformers (YY0, 38/10.5kV), auto-

tapping to -20/+10% in steps of 1.67% and an AVC 

scheme with bandwidth of 2.5% 

� Five, 10kV Distribution feeders with one modeled in 

detail 

o This feeder is 3km long with 1.5km being 

185mm
2
 10kV PICAS and the remaining 1.5km 

being of 95 mm
2
, 10kV PICAS 

� The detailed feeder contains ten 10/0.433kV 

Substations (fixed tap transformer), each substation 

having four LV feeders.   

� One of the LV Feeders is modeled in detail 

o This feeder is 300m long with 150m being 

185mm
2
 415V CNE and the remaining 150 being 

of 95mm2, CNE. 

The model developed in [1] was compiled for a range of 

scenarios: 
� Maximum Demand on each substation (of each 10kV 

feeder), 0% Generation 

� Minimum Demand on each substation (of each 10kV 

feeder), 0% Generation 

� Minimum Demand on each substation (of each 10kV 

feeder), 100% Generation 
    Each substation, serves 312 customers (over three phases) 

and each customer is modeled as having an After Diversity 

Maximum Demand (ADMD) of 1.28kVA and the potential of 

affording a micro-generation technology with capacity of 

1.1kVA. Each substation was modeled with a load factor of 

50%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
 

Figure 1: 38/10/0.4 kV Distribution Network Model  
 

These scenarios represent the extremes of possibility. This 

paper further develops this model by integrating variable load 

and generation. This is implemented by using a probabilistic 

approach to the modeling of the wind speed of the micro-

wind turbines.  This variable micro-wind generation is 

combined with load profile data as provided in [6] which 
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represents standard domestic load profiles developed for the 

Irish Electricity Market. These were utilized to determine the 

variation in voltage profile for the LV network as a result of 

both load and micro-wind generation.   Similar work has been 

undertaken for a Small Scale Energy Zone (representing a 

total of 96 LV consumers) in [5] where a dynamic model 

which integrated variable wind speed in terms of a minimum 

load of 0.16kVA and a percentage of customers having a 

1.1kW generator connected, produced results suggesting that 

voltage tolerance is breached at 114% penetration level.  

The approach taken here is to apply a single (but variable) 

wind speed to all connected generation.  This is considered 

acceptable as it is assumed that there would be little variation 

of wind in the area (excluding the effects of obstruction or 

shading) encompassed by the representative Distribution 

Network.  Independently varying ‘bulk’ connected load of the 

connected consumers at the sectionalized connections of the 

LV feeder was also considered acceptable as a compromise to 

individual manipulation of each consumer’s load. 

Analysis of voltage profile over the course of 

representative days in different seasons was implemented for 

a sample of commercially available micro-wind generator 

units relative to the load profile. 

Distflow is employed as the optimal methodology to derive 

the load flow results for the network as standard load flow 

approaches (Newton Raphson, Gauss Seidel etc.), have 

difficulties in converging due to the high X/R ratios 

characteristic of distribution networks. 

II. THE METHODOLOGY 

Figure 2 illustrates a flow chart describing the methodology 

utilized in deriving the bus voltages for the network model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2: Flow Chart illustrating the methodology in deriving a load flow 

solution for variable load/gen 

 

The approach is summarized as follows: 

• A random number is generated in MATLAB and 

through (1) a Rayleigh probability distribution is 

created to represent a varying wind speed.  

( )FViV Mean −×
−

×= 1log
4

)(
π

 (1)  

 

where: 

V(i) is speed derived for each iteration of the program 

and N is the total number of time periods considered.  
The analysis is carried out with a 15 minute interval to 

align with the load model data.  F is a uniformly 

distributed random number. The other assumptions 

made in relation to the analysis are as follows: 

• Uniform penetration of a chosen wind turbine across 

the network 

o Generation is ‘lumped’ to the respective 

buses, but contrary to [1], this lumped 

generation is variable with respect to the 

applied simulated wind speed. 

• The chosen wind turbine is modeled in terms of  

o Cut-in/out speeds 

o Rated Power (at rated wind speed) 

o Actual power output is based on the derived 

Rayleigh distribution in conjunction with 

the specific mean speed 

• The load data acquired was for a representative year 

based on 15 minute intervals [6].  

o Figure (2) illustrates the load variation over 

the year. 

• Automatic tapping of the 10 MVA Transformers is 

not implemented.  
 
Figure 2 shows the load variation over the course of one year, 
with a peak demand of 1.73kW and an annual consumption of 
6000kWh. 
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Figure 3: Load Profile Representation of  Irish Domestic Dwelling 

III. ANALYSIS 

Three different types of commercially available wind 

turbines (Table 1) were modeled for the following scenarios: 

o Load/Gen at unity power factor (p.f.) 

o Load @ 0.95 p.f.; Gen @ unity 

o Load@ unity; Gen @ 0.95 p.f. 
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o Load/Gen @ 0.95 p.f. 

• Two periods over the representative year were 

considered in detail: 

o The 5
th

 of January and 5
th
 of July, with 

mean wind speeds of 5.49m.s
-1

 and 

3.65m.s
-1

 respectively [7] 

o The analysis is performed in terms of the  

bus at the end of one of the LV feeders 

 

TABLE I 
SAMPLE OF COMMERCIALLY AVAILABLE WIND TURBINES 

Model Reference  
Cut-in 

Speed 

Cut-out 

Speed 

Rated 

Speed 

Rated 

Power 

Whisper 

200 
Gen 2 3.58 ms-1 >50 ms-1 14 ms-1 1.5 kW 

Proven 

2.5 
Gen 3 2.5 ms-1 >50 ms-1 12 ms-1 2.5 kW 

Swift Gen 4 3.58 ms-1 >50 ms-1 14 ms-1 1.5 kW 

 

IV. SIMULATION RESULTS 

The simulations performed, as summarised in Table 2, 

were in the context of voltage profile across the entire 

network, but for simplicity, the voltage at the remotest bus on 

an arbitrary LV branch (400V) was recorded. The voltage 

magnitude for this bus is measured against the tolerance of 

+10/-6% of nominal voltage for the Distribution Network. 

The 5
th
 of January and 5

th
 of July were specifically chosen on 

the basis that there would be considerable differences to load 

and generation profiles due to both the associated mean wind 

speed as well as load profile. 

 

TABLE 2 
 VARYIABLE LOAD AND GENERATION SIMULTION SUMMARY  

 5th January & 5th July 

 Load Generation 

100% 

Generation  

Connection 

Unity Unity 

0.95 Unity 

Unity 0.95 

50% 

Generation 

Connection 

Unity Unity 

0.95 Unity 

Unity 0.95 

 

The results of the simulations are illustrated in the 

following graphs. Figure 4 illustrates the relationship between 

the simulated wind speed and the generation of 5th January 

with 100% generation at unity pf.  The typical daily load 

demand as obtained from [6] is also shown.  The different 

levels of output from the modeled generators are clearly 

discernable with the Proven 2.5 having the biggest 

contribution. As the rated outputs of the Whisper and Swift 

Models are closely aligned 1kW and 1.5kW respectively, the 

generated outputs from both models are very similar at given 

the wind speed profile.  Fig. 5 shows the voltage over the 

course of the day which tracks the simulated wind speed. 
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Figure 4: The relationship between generation and wind speed reflected in 

terms of the Demand profile 

 

5th January: 100%  Generation (unity p.f.)
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Figure 5: Voltage variation with respect to wind speed for the 5th January 

        

5th January: Voltage Profile Summary
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 Figure 6: Voltage Profile for all cases during the 5th January 

 

Fig. 6 illustrates the voltage profile for the 5
th

 of January. 

The same analysis was performed for the 5
th

 of July 

producing similar results albeit with a lower voltage 

magnitude due to the lower generation for the date. There are 

increased levels of generation on the 5
th

 of January due to the 

increased mean wind speed being employed and as a result, 

there is a higher voltage level experienced by the bus under 

scrutiny for the demand applied. 

Figures 7 and 8 depict the voltage spread for the varying 

load/demand ratios for the respective dates under scrutiny. 

The minimal impact afforded by the generation due to the 

lower mean wind speed is particularly evident in Figure 8. 
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Also, the lower consumer demand is also evident in that the 

breaches of the lower voltage threshold are less frequent and 

their level diminished. 
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Figure 7: Voltage Spread for all contexts during the 5th January 
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Figure 8: Voltage Proliferation for all contexts during the 5th July 
 

Figure 9 shows the impact on the voltage level with respect to 

the range of generators. This is placed against the background 

depicting a probability density function describing the wind 

speed for the year with mean 6ms
-1

. Clearly, the Proven 2.5 

with its greater output contributes most frequently to 

breaching the upper voltage limit of 1.1pu. The graph also 

illustrates that for each of the wind turbines, the most 

frequent voltage is 1.08pu, which could be considered 

excessive and this is irrespective of the wind turbine chosen. 

The mean wind speed of 6 ms-1 was chosen as a more 

realistic year-round average.  
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Figure 9: PDF of Voltage Proliferation in terms of the different Generators 

CONCLUSION 

The work presented introduces a methodology that can 

investigate distribution network behavior when incorporating 

both load and generation variation. A sample of commercially 

available micro-wind turbines were utilized in a 

representative distribution network model with their outputs 

based on their characteristics and wind speed derived from a 

specified probability distribution. This model was subjected 

to mixed generation and loading conditions and demand was 

based on a standard load profile for domestic consumers. 

Voltage variation was monitored. Voltage is dependent on 

both load as well as generation, with voltage rise resulting 

from reverse power flows from the connected generation.  

    Generation based on wind will result in fluctuations 

mathching the turbulent nature of the wind speed. The model 

had no voltage control on the variable tap distribution 

transformers and the simulations illustrated this by virtue of 

both the frequency of voltage tolerance breach and the spread 

of voltage for the different load/gen scenarios.  

   Indeed, voltage control by virtue of transformer tapping 

presents a considerable challenge for demand side 

management due to the stochastic and variable nature of 

wind. 
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Abstract- Procuring sufficient amount of operational reserves 
used by the Transmission System Operator (TSO) for keeping a 
balance between generation and load in real-time is a complex 
task. Extensive balancing power reserves enable keeping the Area 
Control Error (ACE) close to zero most of the time but the cost of 
enabling these reserves might be very high. The paper proposes a 
method of planning sufficient amount of operational reserves or 
rather Ancillary Services on economical basis. The goal of the 
presented algorithm is to find AS combination that minimize the 
cost of AS reservation and at the same time secures transmission 
system operations. Monte-Carlo simulation scheme of the area 
operation provides sufficient insight to ACE behavior under 
different operational reserves. Branch and Bound search scheme 
is applied to arrive at the best compromise between power 
security and cost of AS procurement. Short term, one month 
planning horizon is considered.* 

I. INTRODUCTION 

Prior to the restructuring and liberalization of the European 
electricity industry responsibility for security of supply was 
generally the role of vertically integrated companies with an 
obligation to supply. Unbundling of the activities has resulted 
in the establishment of Transmission System Operators (TSO) 
and changes in roles and responsibilities. 

 
TSO companies from 34 European countries created a new 

association, the European Network of Transmission System 
Operators for Electricity (ENTSO-E) in December 2008. The 
ENTSO-E structure includes three committees for pan-
European activities on System Development, System Operation 
and Market Frameworks being also the main responsibilities of 
a TSO. TSO is the ultimate instance in the chain of electricity 
market players participating to active power balancing. 
Electrical energy market players are economically responsible 
for meeting their planned individual balances in each 
settlement time frame. While market players are commercially 
responsible for their actions in all timescales, after gate closure 
the TSOs are physically responsible for securing power system 
operation and maintaining balance between supply and demand 
by having access to sufficient operational reserves ( Fig.1).  

Balancing power is a tool used by TSOs to maintain the 
instantaneous physical balance. Balancing power is a 
                                                           
*  This work was supported by the Ministry of Education of the Czech Republic 
under the project 1M0567 and by the Czech TSO under the project “Reliability 
and economy of system services”  

commodity which is made available on the market in the form 
of Ancillary Services (AS). One of the tasks of the TSO is to 
plan and purchase enough AS and activate them timely to meet 
the grid performance standards and minimize the cost of the 
AS purchase taking into consideration all physical and market 
constraints. A TSO might define and use different AS 
depending on the control area/country specificity of generation 
sets, however, there are some generic categories present in 
every control area: Continuous Regulation, Energy Imbalance 
Management, Replacement Reserves, Voltage Control and 
Black Start. The paper deals with procurement of all AS 
categories except voltage control and black start as these do not 
contribute to power balancing directly. 

Performance standards are specified and set for a control 
area of the UCTE following general requests for all 
interconnected areas defined in the UCTE’s Operation 
Handbook [1]. An important aspect, which influences the 
choice and volume of AS, is the cost of the purchase which 
should be kept low. Simulated operation of the control area 
under the TSO’s Automatic Generation Control and Energy 
Management System dispatching balancing power in real time, 
as shown in Fig.1, will be used for generating time series of 

Area Control Error (ACE) for one year area’s operation.  
Every TSO might adopt different AS planning procedures 

depending on interconnection and control area specificity. 
What make the problem more difficult are recent changes in 
market structures so there is a lack of long term experience in 
effective AS planning. The principles presented in the paper 

area
generation

area
generation

+

balancing
power

balancing
power

+

area demandarea demand+
- unscheduled export

unscheduled import

+
_

MW

hours

range of balancing power reserves
(purchased ancillary services)

∆f

− +f0

ACE

K

[MW]

[Hz]

+
scheduled import

scheduled export

+

[MW]

[MW]

−

+balancing power
from other areas

load sheddingload shedding

+

-

primary frequency 
control 

primary frequency 
control 

set-point of foreign exchange
(scheduled exchange) production

consumption

PI controllerPI controller

To plan and purchase

power reserve activation

Pactual

Pprogrammed

_

factual

fmeasured

auto

man

_

f0

net actual interchange

net scheduled interchange

frequency bias obligation

BA's ACE

TSO/ISO

inadvertent interchange

+

metered

AGC

EMS

area
generation

area
generation

+

balancing
power

balancing
power

+

area demandarea demand+
- unscheduled export

unscheduled import+
- unscheduled export

unscheduled import

+
_

MW

hours

range of balancing power reserves
(purchased ancillary services)

∆f

− +f0

ACE

K

[MW]

[Hz]

+
scheduled import

scheduled export

+

[MW]

[MW]

−

+balancing power
from other areas

load sheddingload shedding

+

-

primary frequency 
control 

primary frequency 
control 

set-point of foreign exchange
(scheduled exchange) production

consumption

PI controllerPI controller

To plan and purchase

power reserve activation

Pactual

Pprogrammed

_

factual

fmeasured

auto

man

_

f0

net actual interchange

net scheduled interchange

frequency bias obligation

BA's ACE

TSO/ISO

inadvertent interchange

+

metered

AGC

EMS

Figure 1 Power balancing in the area as a feedback control system 
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might serve as a basis for a general platform adopting various 
criteria and constraints despite the fact that the approach was 
developed for one control area of the UCTE interconnection. 

In chapter II problem definition is introduced. Chapter III 
describes proposed solution. In chapter IV achieved results are 
shown. Final chapter deals with conclusions and outlook for 
future work. 

II. PROBLEM STATEMENT 

Goal of presented work is to find AS combination with the 
least reservation cost that secures reliable transmission system 
operation. From optimization point of view the problem can be 
stated as a reservation cost minimization constrained by 
reliability standards that have to be met.  

Reliability standards of the AS combination are evaluated by 
means of Monte Carlo simulation which incorporates 
transmission system statistical model parameterized by values 
obtained from processing of real operational data of the Czech 
transmission system and dynamic model of the AS activation. 
The list of AS considered is given in Tab. I as defined by the 
Grid Code of the Czech TSO [5]. Details of how the Simulator 
is designed and used in the Monte-Carlo scheme to calculate 
time series of ACE can be found in [4].  

A. Ancillary services definition 
In the planning algorithm five types of AS are considered: 

RZSR, RZTR
+, RZTR

-, RZQS and RZDZ. Note that the method 
allows working with any other AS. AS definition changes from 
time to time and the algorithm will not be practical is restricted 
to particular AS only.  

TABLE I 
ANCILLARY SERVICES 

Ancillary Service Description Guaranteed 
Response 

time 

RZPR (spinning) primary control Yes ~ 30 sec. 

RZQS (non-spinning) quick-start reserve 
(pumped-storage) Yes max. 10 min. 

RZSR  (spinning) secondary control Yes max. 10 min. 

stand-by reserve Yes 

load change Yes RZN30+  (non-
spinning) emergency 

assistance from 
abroad 

No 

RZTR+ (spinning) tertiary control Yes 

load change Yes 
RZN30- (non-
spinning) 

emergency 
assistance from 

abroad 
No 

RZTR- (spinning) tertiary control Yes 

max. 30 min. 

RZDZ  (non-
spinning) stand-by reserve Yes 

EregZ (non-spinning) balancing energy No 

more than 30 
min. 

 

B. Reliability standards 
Result of Monte-Carlo simulation and control performance 

of used AS combination is expressed by area control error 
which is given: 

where ∆P is an inadvertent interchange (measured difference 
between actual and scheduled interchange with neighboring 
areas), ∆f is a frequency error (difference between measured 
frequency factual and the frequency set-point f0) and K is a 
frequency bias of the control area. Formula (1) matches Fig.1 
except for sign (polarity) of ACE. Fig.1 respects the way how ∆P is calculated by Czech TSO. By statistical processing of 
ACE reliability indices are obtained. Definitions and 
descriptions of reliability indices used by Czech TSO are 
shown in Tab. II. 

TABLE II 
RELIABILITY INDICES  

Index 
name 

Index 
unit 

Description 

rACE1 % 
Probability that the absolute average value of 
one-minute (clock minute) averages of ACE 
exceeds 100 MW over given period. 

rACE60 % 
Probability that the absolute average value of 
one-hour averages of ACE exceeds 20 MW over 
given period. 

nACE1t % 
Number of events when ACE remains 
higher/lower +/- 100MW for time longer than 15 
minutes in given period. 

E2
100 MWh2 

Sum of squared energy of events when ACE 
remains higher/lower than +/- 100MW for longer 
than 10 minutes in given period. 

1ACEµ  MW 
Average value of one-minute averages of ACE 
over given period. 

1ACEσ  MW Standard deviation of one minute averages of 
ACE over given period. 

60ACEσ  MW Standard deviation of one hour averages of ACE 
over given period. 

E100 MWh 
Sum of absolute values of energy of events when 
ACE remain higher/lower than +/- 100MW for 
time longer than 10 minutes in given period. 

C. Reservation cost evaluation 
AS reservations cost evaluation is modeled by elasticity 

curves which respect relation between price and AS bids so 
that mean unit price for reservation is increasing with 
increasing amount of AS. Total reservation cost is given by 

where RZxx stands for ancillary services RZSR, RZTR+, 
RZTR-, RZQS and RZDZ respectively and CRZxx denotes 
unit mean reservation cost of RZxx given by its elasticity curve. 

D. Reliability indices computation 
Reliability indices for selected AS combination are generated 

by means of Monte-Carlo simulation [4]. Two hundreds of 
simulation runs were simulated for each AS combination to 
arrive at statistically better conditioned results. The core of the 
proposed method is the way how AS combination is selected. 

fKPACE ∆+∆= , (1) 
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III.  BRANCH AND BOUND ALGORITHM DESCRIPTION 

In this chapter a branch and bound algorithm used in the 
procedure of generating and selecting prospective combination 
of ACE is be described. Principal scheme of the proposed 
algorithm is shown in (Fig. 2).  

Before starting the search algorithm several initialisation 
steps have to be completed. The search space of all AS 
combinations to examine is defined first. As only discrete 
values of reservation are expected, all AS reservations are 
separated into distinct values. Other constraints on reservation 
may be applied, e.g. minimum recommended volume of 
secondary regulation specified in [1] or maximum volume of 
AS certifications in regulation area. Step size and limits used in 
our studies are show in Tab. III. 

TABLE III 
Reliability indices 

Ancillary 
service 

Lower bound 
[MW] 

Upper bound 
[MW] 

Step size 
[MW] 

RZSR 200 700 50 
RZTR+ 0 700 50 
RZTR- 0 400 50 
RZQS 300 1000 100 
RZDZ 0 200 50 

The next step is to specify reference value of reliability 
indices as a minimum requirement we would like to achieve. 
Reliability indices can be given directly or by means of 
reference AS combination. In that case reliability indices are 
determined by Monte-Carlo simulation with the reference AS 
combination. 

Final step of initialization is to choose initial AS 
combination. If the reference combination is used then it is also 
taken as initial AS combination otherwise random selection 
applies. 

A. Reliability indices evaluation 
Next step after initialisation is generating ACE in Monte-

Carlo simulation scheme of the control area operation and 

getting the expected values of reliability indices from statistical 
processing of ACE time series. 

B. Search space pruning procedure 
Search space pruning depends on whether or not reliability 

standards are satisfied. In the first case we obtain upper cost 
estimation of optimal solution and hence every AS 
combination with reservation cost equivalent or greater than 
current upper bound can be removed from search space.  

In latter case pruning algorithm is based on presumption of 
lower amount AS reservation, that is needed to assure reliable 
control area operation.that if the actual AS combination does 
not satisfy reliability standards, it is natural to expect that any 
combination with less reserves will not satisfy reliability 
standarts either, and can be deleted from the search space. To 
show that previous idea is correct the concept of monotonicity 
needs to be introduced. A reliability index is monotone in some 
AS if lower amount of the AS reservation implies higher value 
of the index and consequently less reliable control area 
operation. If monotonicity holds for all reliability indices the 
pruning method described above can be used. Due to the 
complexity of the modeled control area and the indices 
definition, the relation between the amount of AS and the value 
of indices is difficult to express analytically. Therefore 
simulation approach was employed to find index–service 
combinations where monotonicity does not hold: 

rACE1 index does not preserve monotonicity in RZTR+ 
and RZTR-, 

(3) 

rACE60 index does not preserve monotonicity in RZSR, (4) 

E2
100 and E100 do not preserve monotonicity in any AS, (5) 

for the rest of reliability indices monotonicity holds. (6) 
Therefore any AS combination for which monotonicity holds, 
and volume of AS is lower then the actual AS combination, can 
be remove from the search space. 

C. Selection of new AS combination to examine 
The cheapest AS combination found so far is returned as a 

solution when the search space is empty the search algorithm 
stops, otherwise we are looking for the new AS combination 
which will be examined in the next iteration. As in the previous 
step of algorithm, the AS selection depends on whether or not 
reliability standards are satisfied. First of all the next AS 
combination with lower amount of reserves in less utilized 
service is selected. If such combination does not exist in search 
space, AS combination with lower amount of the most 
expensive service is selected. If such combination does not 
exist the next AS combination is selected randomly. In the case 
when the reliability indices are not satisfied AS combination 
with higher amount of the most utilized service is selected. If 
such combination does not exist the next AS combination to 
examine is selected randomly.  

By selecting the next AS combination the algorithm 
continues in next iteration as described in the paragraph A. 

Figure 2 Principal scheme of the algorithm 
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IV. SIMULATIONS RESULTS 

In this chapter simulation results are presented. The 
algorithm was used in month-ahead AS planning. AS 
combination from year-ahead plan was taken as a reference. 
Reference reliability indices were computed by means of 
Monte-Carlo simulation of the control area with two hundreds 
of monthly runs using reference AS combination. 

The algorithm performance is shown in two case studies. 

A. Case study #1 
The control area simulator is fed with three average monthly time 

series of ACEO, where ACEO is the expected area control error 
as would be without TSO’s regulation reserve activations. 
Selected ACEO are average in sence of indices values 
calculated from ACE after TSO's regulation using the reference 
AC combination.Test inputs were chosen from 200 randomly 
generated ACEO that respect statistical behavior of the Czech 
control area.  

B. Case study #2 
Seven monthly ACEO time series equidistantly chosen from 

the same 200 time series as in the case #1, ordered by 
reliability indices computed with reference AS combination, 
were used. 

Resulting reserves and the relative cost of their procurement 
in relation to the reference is shown in Tab. IV and Tab. V 
respectively. Reliability indices of the solutions are given in 
Tab. VI and Fig. 3. 

 
TABLE IV 

FOUND AS COMBINATIONS 

 
TABLE V 

RELATIVE COST OF THE FOUND AS COMBINATIONS 

 
 

V. CONCLUSION 

Developed algorithm was tested on month-ahead ancillary 
services planning problem. Ability of presended method was 
proven by two case studies show the ability of the algorithm of 
finding better solution than was the reference. However, not all 
indices were satisfied as can be seen (Fig. 3) that is because of 

difference in accuracy between indices evaluation during 
planning procedure and in evaluation of the found solution by 
means of two hunders of Monte-Carlo simulation runs. 
Minimalisation of this difference is main goal of the future 
development of the method.  

 
 

TABLE VI 
RELIABILITY INDICES OF THE FOUND AS COMBINATIONS 
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  Ancillary services combination 
  RZSR RZTR+ RZTR- RZSQ RZDZ 
  [MW] [MW] [MW] [MW] [MW] 
Reference 290 260 100 570 160 
Case #1 340 200 100 600 0 
Case #2 280 100 150 700 100 

  Reference Case #1 Case #2 

Relative cost of reservation [%] 100,00 99,59 97,75 

 
 

Reference Case #1 Case #2 

rACE1 % 2,65 2,61 2,68 
rACE60 % 2,86 2,49 2,80 
nACE1t - 0,07 0,05 0,06 

2
100E  [MWh2] 523 265 1 225 797 1 619 786 

1ACEµ  [MW] -0,63 0,15 0,42 

1ACEσ  [MW] 45,39 46,17 46,88 

60ACEσ  [MW] 11,69 13,04 14,12 
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Abstract 

 

 

 In this paper I try to review five fundamental 

groups of biofuels which are used as a power source for 

mechanical engines. However engines could be use as a 

propulsion in cars or other machines and as a current 

source when engines cooperate with generators. 

The basics biofuels which belong to the fundamental 

group are: rapeoil, biodiesel, biomethanol, methan from 

biogas and synthetic biofuel. I present calorificvalue of  

these kind of biofuels and compare to earthfuels. 

In Europe the leader of production biofueals is 

Germany. On the basic of  this country I  present how 

the biofuel industry deweloped  in the last ten years and 

what kind of benefits is possible to gain. I describe also 

political and law conditions which influece by using 

biofuels.  

Finally, I pay attention to the most important result of 

using biofuels which is influence to environment, 

because producing and burning biofuels take a part in 

the same carbon dioxide cycle. 

 

Keywords: biofuels, biodiesel, biomethanol,  rapeoil, 

fuels from biomass 

 

I.  INTRODUCTION 
 

 At present we have an awareness that the sources 

of fossil energy are becoming lower. In order to stop 

the disadvantageous phenomenon of decreasing raw 

fuels and  changing climate, we need to start using  

gradually  a new sources of renewable energy. 

Renewable energy was common used till the 18
th

 

century from that supplies as wind and wood. After 

the industrialisation changes and impoves people 

started used fossil sources of energy. In the 19
th

 

century the renewable sources of energy were 

comletely replaced by coal, oil and earth gas. These 

changes were as a consequence of huge industrial 

growing which reqired a more efficient and high 

calorific value sources of energy than wood or wind 

energy. Today result is that 90% of energy which we 

use becomes from fossil resources. Using and 

burning coal, oil and earth gas influences very 

incovenient on climate and environment because 

producing energy from raw fossil fuels releases great 

size of carbon dioxide into atmosphere in short time, 

which results in greenhouse effect. On possible 

solution to decreas greenhouse effect is becoming 

greater of using fuels, which producing and burning 

take part in the same dioxide cycle. These kind of 

fuels are producing from plants and generaly are 

divided in two groups such as: biomass and biofuels. 

Biomass characterises as raw kind of fuels for 

example wood, straw or pellets, which are generally 

burned in  furnace in order to produce heat.  

Whereas biofuels describe as kind of fuels which are 

producing from raw biomass such as corn or plants 

wastes in enrichment process. To biofuels group 

belong: rapeoil, biodiesel, biomethanol, biomethanol 

and synthetic biofuel. The bigest advantage of 

biofuels, compare to biomass, is high level of 

calorific value sometimes similar to fossil fuels. 

Current life standarts require from people high 

mobility, which influences on using some kinds 

means of transport such as cars, trucks or others. The 

common feature of propulsion machines is 

converting one form energy (for example chemical) 

to mechanical, which occur in internal combustion 

engines. In order to acces satisfactory efficient and 

working opportunities, are used fuels whch have 

clorific value on level about 40 MJ/kg such as diesel, 

petrol or liquid petrol gas. These kind of fuels can be 

replaced only by biofuels, because the calorific value 

level is comparable and they can be adapt by modern 

engines developments. 

Biofuels are also easy to storage and management, 

which means that new technoloy, high investment 

and infrastructure are not necessary for using 

biofuels. For these reason in Germany in 2005 the 

share of biofuels was around 3.6 % of total fuel 

consumption. The large part of these biofuels is 

biodiesel. 

 In the future for  become greater the producing 

of biofuels, larger areas have to be cultivated than 

now. Interesting is also aspect how is the impact 

increasing cultivated areas for energy on restrict food 

production. Whereas the productivity of agriculture 

has risen constantly and the trend will maintain in the 

future. For example in Germany the share of freed 

land for non food production has increased [1].  In 

2005 over one million hectares were cultivated for 

energy production from rapeseed, rye and wheat. 

Specialist predicted that till 2030 the area for energy 

production will approach to four million hectares. 

The predictions also shows that in Germany the 

biofuels share of total fuel supply in 2020 can  

achieve 25%. 
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II.  BIODIESEL 

 

 The most widespread of biofuels is biodiesel, 

because it is adapted to the diesel engines. For 

example in Germany biodiesel contributes around 18 

million tons per year to the fuel consumption [1]. 

From 2004 the mineral oil corporation add biodiesel 

to original diesel by 5 %, which allows to carry out 

technical requirements for vehicle owners. 

 
TABLE I 

BIODIESEL BASIC INFORMATIONS [1] 

 
Raw materials: Rapeseed or other vegetable 

oils 

Annual yield per hectare 1550  l/ha 

Fuel equivalent 1l biodiesel substitutes 0.9 l of 

diesel 

Market price 0.75-0.90 EUR/l 

CO2 reduction Approx. 70 % 

Technical information Biodiesel in pure form: 

manufacturer’s approval 

required; mixtures up to 5 % 

without refitting the engine 

 

 From chemistry point of view biodiesel is a 

vegetable oil’s methyl ester or fatty acid methyl. 

Biodiesel production behaves by ester intercharge of 

vegetable oil. For this reaction the methanol is 

required and mixed in a ratio o 1:9. In temperature of 

50 to 80ºC a catalyst is added in quantity around 0.5 

to 1 %. The nature of reaction which occures , the 

vegetable oil molecule composed of glicerine and 

three fatty acid chains is broke down. The fatty acids 

combine with the methanol to form biodiesel. 

Glicerine is produced and later used in many fields 

such as pharmaceutical or food industry. 

 

 
Figure 1.  Ester interchange of rapeseed oil to create biodiesel [1] 
 

 Using  the biodiesel to the engine is depended on 

viscosity and ignition properties, which are similar to 

fossil diesel. By adding some components the ability 

of using in winter is possible witout difficult to minus 

20ºC. Important is also the lubrication effect which is 

higher than fossil fuels. Consunption of biodiesel is 5  

% more then diesel because the yiel energy is lower. 

 The requirements necessary for the fuel quality 

are defined in the Europe standard DIN EN 14214. 

 

 

 

III.  BIOETHANOL 

 

 Biodiesel and vegetable oil are useful by diesel 

engines but bioethanol can replace petrol. Bioethanol 

can be mixed with petrol from mieral oil 

manufactures in share up to 5 %. For use more share 

of bioethanol the vehicles should be adapted. 

 Ethanol is produced by fermenting the sugar 

included in plants. The sugar stach  and cellulose-

bearing occur mainly in wheat, rye, maize and sugar 

beet. In the future  by developement of well-fitted 

enzymatic processes also the wood, and straw could 

be fermented. 

 

 
TABLE II 

BIOETHANOL BASIC INFORMATIONS [1] 

 
Raw materials: Grain, sugar 

Annual yield per hectare 2560  l/ha 

Fuel equivalent 1l biodiesel substitutes 0.66 l of 

petrol 

Market price 0.50-0.60 EUR/l 

CO2 reduction 30- 70 % 
Technical information Can be mixed with fuel by up to 

5 % 

 

The raw plants which included sugar  are fermented 

by yeast and enzymes to ethanol. When plants 

containe the starch, that first the starch is converted 

into sugar by enzymes. From fermentation proces the 

by-product which occures in large quantities can be 

used latter as fodder for the biogas plants. 

 Properties of ethanol improve the quality of 

petrol, because the alcohol has a higher octane value 

than petrol. When the octane value is higher , it 

means the better antiknocking property. But the 

disadvantage of bioethanol compare to pertrol is 

calorific value, which is one third lower than 

conventional petrol. After mixing ethanol increase 

the vapour pressure of fuel. 

 Since 2005 in Germany many series  vehicles are 

available to run with ethanol proportion up to 85 %, 

which is called flexible-fuels. 

Mixing  ethanol with petrol is restricted by petrol fuel 

standard DIN EN 228 permits mixing  of up to 5 % 

of  ethanol with petrol. For example when the 5 % by 

volume of all petrol fuels were to be replaced by 

ethanol, this would be around  1.3 million tons per 

year. 

 

IV BIOMETHANE 

 Biomethane is called as a biogas, which is for 

example gained in agricultural facilities, in general 

by the fermentation of maize silage or manure. To 

produce biogas can be used many kinds of organic 

substrate. Farms, which basen on cattle or pigs 

husbandry, can use  animal excrement, as a main 

material for anaerobic fermentation. On the othre 

hand there are a lot of farms where only plants are 

used for energy production. In this kind of farms they 

exploid mew renewable materials as crops, grass, 
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maize, sunflawers and others. To increas biogas 

production and to utilize non-agricultural but organic 

wastes some biogas factories use the residues from 

food industry such as vegetable from wholesales, 

distiller’s wasch or grease. The process of residues 

fermantation provide many benefits, because the 

dealing cycle of waste food is closed and it is 

hygienic.  

In Germany the substrate, which are used for biogas 

production are constitute  of 48 % animals 

excrement, 26 % organic waste and 26 % renewable 

raw materials. 

 The biogas is end product of fermentation, which 

is conbustive and it is composed as: 

      50-75 %  methane 

      25-45 % carbon dioxide 

          2-7 % water 

          < 2 % oxygen 

          < 2 % nitrogen 

          < 1 % amonia 

          < 1 % hydrogen sulphide 

The content of energy is depended on the methane 

concentration. For example when a substrate as the 

fats and starch are used, which are easy to break 

down in fermented mass, the content of methane is 

greater. Compare to fossil fuels the calorific value of 

1 m
3
 of biogas is substitute for 0.6 l of heating oil. 

 
TABLE III 

BIOGAS BASIC INFORMATIONS [1] 

 
Raw materials: Maize and other energy 

producing plants 

Annual yield per hectare 4950 m3 or 3560 kg 

Fuel equivalent 1 kg of methane substitutes 1.4 l 

of petrol 

Market price - 

CO2 reduction - 
Technical information Biomethane can be used in 

natural gas vehicles witout 

adjustments 

 

In Germany the producing of biogas is around 23-24 

billion m
3
/year. From agricultural sector provide 

about  85 % of them. When we compare the amount 

of biogas to all energy consumption in Germany, it 

represent only about 3 %. 

The bigest disadvantages of gas sources are transport 

and storage compare to liquid fuels. Methan require 

more space for storage and their density of energy is 

lower. For example in natural gas vehicles, the 

methane is compressed in peculiar pressure tanks, 

which are instaled and adapted to pressure of 200 bar. 

The most benefits of using biogas compare to petrol 

and diesel is very low emission of several toxic 

substances, mainly nitrogen oxides or reactive 

hydrocarbons, which can be reduced by up 80 %. 

Biogas is able to use for runing the motor vehicles. 

For example in Germany is abour 56 million cars and 

only 35000 run with natural gas. These cars could use 

biogas in the future without technical adjustment.  

 

V RAPEOIL 

 The rapeoil is not only used as raw material for 

biodiesel production, but can be used originally in 

specially diesel engines. From wide variety of 

vegetable oils the rapeoil is most economically 

cultivated compare to sunflower or soya oil. 

 Production  of rapeoil is divided on two groups: 

one i s industrial and the second is decentralised.  

Decentralized yield of rapeoil is conducted on farm 

by cold pressing, where the rapeseeds are pressed by 

mechanical force at maximum of 40°C. After 

pressing suspended solids are capture by filtration or 

sedimentation from oil. The press cake contain over 

than 10 % of oil, which is used later as a fodder. 

Industrial production is centralized, where the rape 

seeds are presed at high temperature aroun 80°C and 

the oil is extracted from cake with solvent. Latter the 

solvent is separated  from the oil by evaporation. 

Next step is refining process, because the oil still has 

unpleasant components. The end product is fully 

refined and has quality as edible oil.  

 The properties of of rapeoil are specific, which 

makes it different from diesel and using in 

combustion engines is possible after refitting. First 

large differnt is viscosity, which in low temperatures 

is up to 10 times higher than diesel. High viscosity 

leads to technical challenges in winter and cold 

starting in conventional engines, because the 

flashpoint is significantly higher that in normal 

diesel. On the other hand the storage and transport of 

oil is more safety.  Rapeoil is not included in any 

hazard classes according to the Ordinance for 

Flammable Liquids. 
TABLE IV 

RAPEOIL BASIC INFORMATIONS [1] 

 
Raw materials: Rapeseed oil  

Annual yield per hectare 1480 l/ha 

Fuel equivalent 1 l of rapeseed oil substitutes 

0.96 l of diesel 

Market price 0.55-0.75 EUR/l 

CO2 reduction >80 % 
Technical information Engine refit necessary 

 

When the raw rapeoil is required to use as a fuel, the 

engine should be reffited adapt to the viscosity and 

combustion properties of the rapeoil. Same refitting 

bases on the pre-heating system, where the fuel and 

injection system are heated before starting engine. 

Other way based on 2-tank system, where engine 

start with diesel and after required time is changed to 

rapeoil. 

In Germany is about 250 filling stations with rape or 

vegetable oil.  The pure fuel cost is lower than diesel, 

but  the costs for refitting and more frequent oil 

changes are incurred, from these reasons a driving car 

with rapeoil fuel becomes economically viable from 

100000 kilometers of driving. 
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VI SYNTHETIC BIOFUELS 

 The synthetic fuels are new dewelopment and 

still not available on the market. The raw material for 

this kind of synthetic fuels is biomass. The idea of 

synthetic biofuels is becoming the biomass to liquid 

form, which could be adapted to current engine 

concepts. The most advantage is that very many 

different materials, such as biological waste, straw or 

wood, can be used for production the synthetic 

biofuels.  

The process of manufacture the synthetic fuels from 

biomas is in two stages. In the first stage, which is 

called gasification, a synthetic gas is produced in a 

reactor, where the biomass is placed and broken 

down in the presence of heat, pressure and oxygen. 

After first stage the synthetic gas compose mainly of 

hydrogen, carbon monoxide and carbon dioxide. In 

the second stage componets are synthesised from 

this, which is able to be processed to synthetic 

biofuel end product. 

 The chemical properties of hydrocarbons in 

synthetic biofuels allow efficient and complete 

combustion with low exhaust gas emission. The 

properties can be influenced by changing parameters 

during synthesis such as the pressure, temerature and 

catalysts. Modern fuels and engines could be adapted 

each other and could be able to fulfil the 

requirements for the less emission and improving 

energy efficient.  
TABLE V 

SYNTHETIC BIOFUELS BASIC INFORMATIONS [1] 

 
Raw materials: Plants and wood  

Annual yield per hectare 4030 l/ha 

Fuel equivalent 1 l of synthetic fuel substitutes 

0.97 l of diesel 

Market price - 

CO2 reduction >90 % 
Technical information Can be used in pure form or in 

mixtures without adjustment of 

engine 

 

Based on the current knowledge, in the future will be 

possible to transfer about 50 % of energy contained 

in vegetable raw materials to synthetic biofuels under 

optimum conditions.  From this reason it can result in 

large carbon dioxide saving. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

VII CONCLUSIONS 

 In spite of full of promise potencials of biofuels, 

the combustion engine in combination with fossil 

diesel and petrol will dominate the transport sector in 

the future. Propably be not the only strategy to save 

or replace the fossil fuels. Some of them have 

immediate effect and other like biodiesel or 

bioethabol will contribute large amount of fossil 

fuels. Till 2010 they will share about 5 % of fuels 

market by mixing with conventional fuels. 

 From all of biofuels, the synthetic biofuels give 

the greatest opportunity of potential quantities in the 

long term, but they will make a contribution after 

2010, when them production will be on an industrial 

scale. Till 2020 their consumption share could 

increase to 9 %. 

The opportunities of biofuels consumption share is 

depended on tax incentives and promotion of 

research. 
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Abstract-In the context of a research project in the field of 

energy conversion and drive systems at the Otto-von-Guericke 
University Magdeburg, four proton exchange membrane (PEM) 
fuel cell systems of the newest generation have been put into 
operation. The investigations refer to stationary and mobile 
applications as well as to lifetime tests of the fuel cell. The plants 
are presented and scheduled measurements plus the research 
goals are described. The operational behaviour of the fuel cell and 
the overall system are evaluated for long-term investigations. A 
further emphasis is on the behavior of several fuel cells, which are 
operated with different gas compositions. Because the 
measurements are still in the early stages, the report mainly 
describes the project goals and gives an overview of fuel cell 
technology. 

I. INTRODUCTION 

Both the conventional and the alternative energy industry are 
undergoing strong changes due to the intensive price 
fluctuations of fossil energy sources in the last few years [1]. 
The future global energy supply can be realized only by an 
increase in the amount renewable energy, in order to ensure a 
safe and stable energy supply in public and private life. Apart 
from the renewable energy from sun, wind, earth energy and 
biomass, hydrogen is another option, which through industrial 
or renewable processes makes it possible to convert chemical 
energy in fuel cells into electricity and use it at any time, 
independent of the volatile energy supply from alternative 
energy sources. 

The electrical and thermal energy supply from the fuel 
hydrogen in fuel cells has already been successfully tested at 
research institutions and in the industry for over 20 years. The 
market introduction of fuel cell systems to the home energy 
supply or to the driving power in vehicles is, however, delayed. 
This delay is due to the current lack of a comprehensive 
hydrogen infrastructure and also because material problems 
with the electrolyte and the membrane of the fuel cell have not 
been solved yet. 

In a research project in the field of automotives in a scientific 
instrumentation proposal of the German Research Foundation, 
four PEM fuel cell systems with an electrical power between 
400W and 5000W are examined under different aspects and 
future areas of application of PEM fuel cells are tested. The 
measurements will begin fully in the spring of 2009. 

 
 

II. INTRODUCING OF FUEL CELL SYSTEMS 

The investigations are directed at four PEM fuel cell systems 
in the electric power range between 400 and 5000W. These are 
low-temperature fuel cells with a maximum operating 
temperature of 80°C on the primary water side. The high 
temperature PEM fuel cells work at temperatures of up to 
180°C and have been tested only for a few years in the field of 
research [2]. The plants in this project, however, are not 
designed for this type of high temperature PEM fuel cells. 

The fuel cell group consists of three systems with an 
electrical output in the range of 400-500W and one system with 
an output power of approximately 5kW of electric and 10kW 
of thermal power. Each plant is different in its procedural 
process structure and is used for various measurements and 
investigations. The three small plants are named the 
“Reformate”, “Hydrogen” and “Experimental” plants. 

The reformate fuel cell system is operated with hydrogen 
from an electrolysis plant and carbon dioxide from pressure 
cylinders. The fuel composition is derived from the actual 
reforming of natural gas or biogas after the reforming stage. 
The real proportions of hydrogen and carbon dioxide through 
the reformation were measured by another fuel cell system 
with an integrated reformer. These measurements are now 
available for the simulated gas composition of the reformate 
plant. Depending on the efficiency of the reformer and electric 
power of the fuel cell, the proportions of hydrogen is at a 
maximum of 70% and carbon dioxide at 30%. This unit is 
designed for long-term studies in the stationary operation for 
the domestic energy supply. Both the fuel cell system as well 
as the components of the plant will be investigated after several 
thousand hours of operation. The hydrogen plant was 
developed with much more variability in its operation mode 
and operates with pure hydrogen from the electrolysis plant. 
Different modes of operation can be implemented, which can 
be used for different applications. For example a recirculation 
of unused hydrogen, which does not react at the membrane, is 
integrated by being pumped back to the inlet hydrogen channel 
of the fuel cell. The practical effect of recirculation on the fuel 
consumption and material compatibility of the pumps on the 
humid and heated hydrogen are an essential aspect of the 
investigations of this facility. 
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Figure 1. Fuel cell test benches”Reformate“,”Hydrogen“and “Experimental” 

(from right). 
 
Another focus is the behaviour of the bipolar plates under 

various operating conditions. The bipolar plates form the gas 
channels through which the fuel and oxygen lead to the 
membrane, whereby hydrogen is on the anode side and oxygen 
of the ambient air is on the cathode side. The correct 
construction of these channels is responsible for low pressure 
drops and for an effective use of the air compressor. The air 
compressor has the largest energy consumption of the fuel cell 
system. The bipolar plates have been especially designed for 
each fuel cell system by the manufacturers. The test results of 
this new generation of bipolar plates and the use of a new 
membrane show development progress in this field. The 
hydrogen plant is suitable for investigations in the mobile and 
portable fields in which pure hydrogen and no gas 
compositions are used. The system will be tested in the range 
of auxiliary power units (APU) for automobiles and the 
possibilities will be explored for a reduction of fuel 
consumption through the use of a fuel cell. 

The third plant is used for system optimization. Individual 
components are tested and developed with the goal of 
minimizing energy expenditure and simplifying and optimizing 
the management processes. The development work in this area 
should be introduced in the other plants, so that the entire 
system is improved in its efficiency. 

The 5kW plant will be supplied with pure hydrogen from a 
tank reserve on the university campus. The main focus of this 
plant lies in the mobile application. The various modes of 
hydrogen management in the system and the ability of the 
moistening of the reaction gases to the optimal energy 
conversion at the cell membrane are the subject of 
investigations. 

All four units are connected via a network and can be 
controlled in the laboratory as well as with remote access. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. 5kW fuel cell facility for mobile tests. 

 

III. FUEL CELL RESEARCH FOR STATIONARY APPLICATION 

The power supply for households is being decided ever more 
strongly by decentralized energy installations directly at the 
site of the end customers. Solar systems, small wind turbines or 
wood pellet heating systems will find increased use in single 
and multi-family houses. In this application market, fuel cell 
systems offers a great potential as combined heat and power 
plants, to provide both the electrical and thermal energy. The 
prerequisites include 40,000 operating hours, low downtime, 
comparable costs in the range of existing home power systems, 
and the useful hydrogen production from renewable energy 
sources. However, an introduction to the market of such 
stationary fuel cell plants in private households is expected yet. 
At the moment different projects involving fuel cell plants are 
being used and tested in households by the end customers in 
their everyday employment [3]. 
The tests for stationary applications are based on load profile 
curves of single and multi-family houses. Load profiles are 
copied during a longer period. Here, the actual performance of 
the fuel cell is scaled down to the power in the household. 
From the result of several thousand operation hours, the 
achievement performance of the fuel cell and life time 
prognoses should be determined. Figure 3 shows the load 
profile of a single family house on one summer day at the 
weekend. From the existing data records, the fuel cell system 
can now be operated as a house power supply plant. 
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Figure 3. Load profile of a four person household [4]. 
 

IV. FUEL CELL RESEARCH FOR MOBILE APPLICATION 

The automobile and its different propulsion principles are 
undergoing great changes. The European Union calls for 
drastic reductions of emissions in the transport sector through 
new innovative drive concepts to ensure mobility and to be 
independent of limited fossil fuels. This can be achieved by 
more efficient engines, the integration of energy storage such 
as batteries to minimize the consumption and to reduce local 
emissions in hybrid vehicles as well as the long-term market 
conquest by fuel cell and electric vehicles. The battery 
technology of electric vehicles is not currently in a position to 
travel distances in excess of 100km, so this energy storage is 
used especially in urban areas. The fuel cell can travel 
distances of up to 300km using new storage technologies, like 
the 700 bar storage of gaseous hydrogen [6]. For example, fuel 
cell buses have already been driving in the public traffic for 
several years in Hamburg and Berlin. 

Illustration 4 shows the energy expenditure for a distance of 
100km for different engines, whose fuel originates from 
different energy resources. It can be clearly seen that fuel cell 
vehicles possess less energy expenditure than conventionally 
moved vehicles only during renewable hydrogen production. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 4. Energy expenditure of different engines and fuels [5]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Scheme of the mobile fuel cell system [7]. 
 
The reason for this is that at the moment, the production of 

hydrogen is still energy-intensive.  Battery vehicles exhibit in 
contrast smaller energy expenditure in the European energy 
mix and especially with regard to the renewable energy supply. 

As previously stated, the 5kW system is used in the research 
project for mobile applications. Figure 5 shows the 
experimental scheme between the fuel cell and an electric 
motor. The energy of the fuel cell is delivered to a load and a 
scaling calculator increases the electric power of 5kW up to 
20kW. The use of power electronics, inverters, electrical motor 
and storage systems such as batteries and super capacitors 
constitute the entire power train of a vehicle. The whole system 
is tested by driving cycles and the interaction of the different 
energy storages is investigated. During rapid load changes, the 
super-capacitors should guarantee the dynamics of energy 
supply. 

V. LIFETIME PREDICTION OF FUEL CELL AND GREEN FUEL 

The lifetime of the fuel cell stack is the main criterion for the 
market launch of fuel cell systems for various applications. 
Also after 5,000 or 40,000 operation hours the electrical power 
output may decrease only insignificantly. The lifetime 
estimation can be accelerated by lifetime tests. This requires 
more stringent operating conditions. It should be noted, 
however, that the meaningfulness of such accelerated tests is 
limited, because key operating conditions such as downtime 
and its impact on the fuel cell will be not considered. In 
contrast, real operating conditions of several plants under 
realistic dynamic loads are more meaningful. A disadvantage is 
however the expenditure of time.  

A combination of accelerated tests and the influence of key 
parameters and criteria that can only occur under real 
conditions will be introduced in the investigations. From these 
measurements lifetime curves arise for one type of fuel cell, 
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depending on the design of bipolar plates and type of 
membrane used and other components. From the comparison 
of several fuel cells then prognoses for the lifetime and for 
influence parameters are to be identified. 

A further influence parameter on the lifetime is the quality of 
the fuel and its composition. By using different gas 
compositions and humidity ratios influencing factors have to be 
identified and have to be integrated in lifetime forecasts. Above 
all, the quality of the fuel gas and its monitoring is an 
important aspect in these studies. 

VI. CONCLUSION 

This paper gives an overview of the future studies on four 
new PEM fuel cell systems for mobile and stationary 
applications. In addition to lifetime predictions and 
measurements in simulated fuel compositions, system 
optimization is also in the foreground. The results feed directly 
into the system optimization of fuel cell systems of project 
partners. 
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Abstract—This paper describes the transient behaviour of a 
doubly-fed induction generator (DFIG) driven by wind turbine 
after its disconnection from the grid. The induction machine runs 
at a specific speed with the stator disconnected from the grid 
(Is=0), the rotor is suddenly excited with slip-frequency voltages 
derived from voltage regulators so as to produce commended 
open-circuit stator terminal voltage. Behaviour under varying 
rotor speed typically observed in wind turbines is also reported. 
A MATLAB computer simulation study was undertaken and 
results on 1.5 kW wind turbine are presented. 
 
Index Terms- Doubly-Fed Induction Generator (DFIG), Variable-
speed wind turbine, Dynamic Modeling, Grid Disconnection, 
Transient Analysis 
 

I. NOMENCLATURE 

 
Vqs, Vds are the three-Phase supply voltages in d-q reference 
frame, respectively 
iqs ,ids are the three-Phase stator currents in d-q reference 
frame, respectively 
λqs ,λds are the three-Phase stator flux linkages in d-q reference 
frame, respectively 
Vqr, Vdr are the three-Phase rotor voltages in d-q reference 
frame, respectively 
iqr ,idr are the three-Phase rotor voltages in d-q reference frame, 
respectively 
λqr, λdr are the three-Phase rotor voltages in d-q reference 
frame, respectively 
rs ,rr are the stator and rotor resistances of machine per phase, 
respectively 
Lls, Llr are the leakage inductances of stator and rotor windings, 
respectively 
ωe,  ωr are the supply and rotor angular frequency (electrical 
speed), respectively 
Te is the electromagnetic torque 
Ps, Qs are the stator-side active and reactive powers, 
respectively 
P is the Number of poles 
 
 
 
 

II. INTRODUCTION 
For stand alone or autonomous operation, mostly single 

induction generator or parallel operated induction generators 
are focused according to available analysed references. These 
induction generator driven by the individual prime movers 
employed excitation capacitor bank to build up desired 
voltage via self-excited phenomena. Hence the value of the 
excitation capacitor bank and the rotor speed determine the 
magnitude of the generated voltage and its frequency. Both 
voltage and frequency need to be controlled to feed the power 
to the load. But for grid connected operation, there are two 
types of generators are used. (i.e., single output and double 
outputs).In order to feed the active power to the grid, the 
machine should run at a speed greater than the synchronous 
speed of the revolving magnetic field. (i.e. slip should be 
negative).The single output generator feeds active power to 
the grid via only stator side and double output generator feeds 
electrical power to the grid via both stator as well as rotor side. 
The latter is also called static Kramer, double-fed or double 
outputs induction generators. This is only the generator which 
generates the power more than rated power without 
overheating. Besides, this kind of power generation usually 
causes problems in the utility grid system. Because the control 
on active and reactive power of the machine is complex one. 
Wind turbines often do not take part in voltage and frequency 
control and if a disturbance occurs, the wind turbines are 
disconnected and reconnected when normal operation has 
been resumed. As the wind power penetration continually 
increases, power utilities concerns are shifting focus from the 
power quality issue to the stability problem caused by the 
wind power connection. In such cases, it becomes important 
to consider the wind power impact properly in the power 
system planning and operation. This paper will focus on the 
grid-connected induction generator feeding power with DOIG 
during steady state and transient conditions. 

 This paper describes the transient behaviour of a doubly-
fed induction generator (DFIG) driven by wind turbine after 
its disconnection from the grid. The induction machine runs at 
a specific speed with the stator disconnected from the grid 
(Is=0), the rotor is suddenly excited with slip-frequency 
voltages derived from voltage regulators so as to produce 
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commended open-circuit stator terminal voltage. Behaviour 
under varying rotor speed typically observed in wind turbine 
is also reported. A MATLAB computer simulation study was 
undertaken and results on 1.5 kW wind turbine are presented. 

III. DFIG DYNAMIC MODELLING 
A commonly used model for induction generator 

converting power from the wind to serve the electric grid is 
shown in Fig.1.The stator of the wound rotor induction 
machine is connected to the low voltage balanced three-phase 
grid and the rotor side is fed via the back-to-back IGBT 
voltage-source inverters with a common DC bus. The network 
side converter controls the power flow between the DC bus 
and the AC side and allows the system to be operated in sub-
synchronous and super synchronous speed. The proper rotor 
excitation is provided by the machine side power converter. 

 
Fig. 1.  Model of DFIG Wind Turbine 

The general model for wound rotor induction machine is 
similar to any fixed-speed induction generator as follows. 

A. Stator Voltage Equations 

dssqsdsds

qssdsqsqs

irpV

irpV

+−=
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ωλλ

ωλλ
            (1) 

B. Rotor Voltage Equations 
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C. Power Equations 
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D. Torque Equation 
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E. Stator Flux Linkage  Equations 
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F. Rotor Flux Linkage  Equations 
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IV. TRANSIENT ANALYSIS DURING GRID DISCONNECTION 
Fig (2) shows the three phase stator voltages under normal 

operating conditions. When the induction machine is running 
at a particular speed while the stator disconnected from the 
grid. So the rotor is suddenly got excited due to slip frequency 
rotor voltages from the voltage regulators in order to produce 
the commended stator terminal voltage. Since the variation of 
speed of the rotor, torque could also be varied on the machine. 
Fig (3) shows the transient response of the stator voltage of 
induction generator under torque disturbance. It is found that 
the voltage of the stator becomes slightly small value after 
disturbance. Fig (4) shows the transient response of the rotor 
voltage of induction generator under torque disturbance. Fig. 
(5) shows the transient response of the active power of the 
induction generator during disconnection. When induction 
generator is disconnected from the grid, the active powers 
supplied from induction generator decreases and quickly 
recover to original value after re-closed to the grid. The 
changes in a reactive power are also shown in Fig. (6). It is 
observed that the reactive power absorbed by the induction is 
also decreases rapidly, but the part of reactive power would be 
supplied by rotor side converter for compensation during re-
closed to the grid. Negative values of active and reactive 
power indicate the machine working in generating mode. 

 

Fig. 2.  Response of Three phase Stator voltages of DFIG 
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Fig. 3.  Transient Response of Stator voltage During Grid Disconnection 

 
Fig. 4.  Transient Response of Rotor voltage During Grid Disconnection 
 

 
Fig. 5.  Transient Response of Active power During Grid Disconnection 

 
 
 
 

 

 

 

 

Fig. 6.  Transient Response of Reactive power During Grid Disconnection 

IV. CONCLUSION 
In this paper, dynamic characteristics of double-fed 

induction generator has been studied during abnormal 
conditions of the grid. For this, dynamic d-q model was used 
to derive the dynamic equations of such machine in a 
synchronous reference frame. The choice of synchronous 
rotating reference frame makes it particularly favourable for 
the simulation of double-output configuration in transient 
conditions. When the stator is disconnected from the grid, the 
rotor is suddenly got excited due to slip frequency rotor 
voltages from the voltage regulators in order to produce the 
commended stator terminal voltage. So active and reactive 
power of the machine have been decreasing rapidly. For 
reactive power compensation during these conditions, rotor 
side converter has to supply necessary reactive power. 
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Abstract. The analysis of mineral coal briquettes from charcoal 
and biomass together with molasses as a binding agent for 
utilization in industrial energy were presented. The physical-
chemical properties of the material investigated, consisting of raw 
waste material, are described. The process for preparing the 
material into briquettes comprised of crumbled and mixed 
constituents, together with the specific reduction of moisture of the 
mixture, are presented. The effect of the selected parameters of the 
consolidation process in the pressing stamp on the toughness of 
briquettes is investigated. Analysis was made of such parameters 
as: contribution of the biomass in the mixture of charcoal and 
binder, moisture in the mixture, press pressure on the formation, 
and seasoning. The results confirm the possibility of utilizing high 
quality energy briquettes. They possess the high material strength 
as well as high value combustible fuel, which qualifies them for 
utilization in industrial energy.  

1. INTRODUCTION 

Coal-biomass briquettes are an ecological source of energy 
and even frequently utilized in the production process for 
heating energy as well as in electric heating, such as in 
individual households. Briquettes produced at present contain 
pit coal, brown coal (lignite), coke together with biomass in the 
form of sawdust, peat, straw or other raw materials. Briquettes 
thus produced are without any additions or additional binding 
agents. Frequently used binders are starch, sugar, soda lye, 
water glass, lime, gypsum, and many others. The addition of 
these fine-grained binding agents to the composition of the 
briquettes increases their toughness [1, 2, 3]. 

For making the briquette charcoal-biomass mixture, 
stamping presses as well as rollers may be used. Rolled 
briquettes are definitely more efficient than those that are 
punched, and ought to have a wider application for production 
continuity. Stamping presses, however, check the determined 
properties of briquettes in laboratory conditions and also for 
the production of the specimens in small series. The mixture 
for merging on the press has to be appropriately prepared. Each 
individual ingredient has to be added in determined 
proportions, binder added, then thoroughly mixed together and 
the paste dried to a certain moisture [3]. 

Coal-biomass briquettes intended for burning in furnaces are 
characterized by a high energy effect. Their material strength 
has to be adjusted to transport conditions and storage, through 
which the toughness ought to be kept throughout the seasonal 
periods. In the case of transportation in sealed containers, the 
briquettes should be marked for additionally high water 
resistance. 

Briquettes with biomass used as energy fuel comply with 
the standard regulations for the protection of the environment, 
especially in area of low emissions of harmful substances into 
the atmosphere [7]. The mass production of briquettes 
requires, moreover, preparation of high quality criteria and 
repeatable quality of this product. Appropriate laboratory 
experiments were carried out to put this aim into effect. The 
present work recommends preparation in this way of the 
mixture and manufacture of coal-biomass briquettes on a 
laboratory scale. 

2. MATERIALS fOR ENERGY BRIQUETTES 

The materials investigated were pit coal and sawdust from 
deciduous trees (oak and beech). The binder added to the 
mixture was molasses, a by-product obtained during the 
refining of sugar. The selection of this binder from among many 
others was motivated by the results of the author’s investigations 
with fine-grained briquette materials which confirmed the effect 
of molasses on the material strength of briquettes [3]. Also 
significant is the fact that it did not create any increase in 
harmful emissions during the burning process of briquettes of 
molasses in comparison with test controls.  

The value of burnt biomass of deciduous wood rose in 
median to 19,000 kJ/kg. In comparison, the value of burning 
pit coal rose in median to 28,000 kJ/kg (Table 1). During the 
burning time the biomass produced a small amount of ash 
which did not contain harmful substances and may be utilized 
as mineral fertilizer [6].  

The basic chemical ingredients of pit coal and biomass 
employed for energy are the same. The individual elements in 
chemical conjunction appear, however, in different propor-
tions. The resulting measurements presented in Table 1 
confirm that the biomass contains about four times more 
oxygen, twice as few charcoal elements, and likewise sulphur 
and nitrogen. The consequence of these properties is a higher 
air content and higher reactivity of biomass [8].  

From the ecological point of view, the advantageous 
characteristics of wood biomass are significantly lower, in 
comparison with coal, sulphur and ash value measurements. 
The contribution of ash formed in wood burning is on the 
level of 2% and is significantly lower than for burning coal. 
The value of the air part, however, is significantly higher in 
biomass than with coal. The content of the element coal in the 
biomass is on the level typical for organic combinations [5]. 

Biomass possess a lower pouring density and therefore a 
bigger ingredient surface is required in comparison to the 
coal storage area. The biomass density increases on average  
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TABLE 1 
CHARACTERISTIC OF CHARCOAL AND BIOMASS 

Parameter Pit coal Biomass of 
deciduous wood 

Density poured (kg/m3) 880 80 
Combustible value (kJ/kg) 28,000 19,000 
Moisture value in investigation (%) 7.1 12.0 
Value of air part (%) 26.6 66.5 
Ash value (%) 12.2 2.0 
Sulphur value (%) 0.9 0.1 
Oxygen (%) 7.0 30.2 
Coal (%) 81.0 42.0 
Nitrate (%) 1.1 0.5 

 
80 kg/m3 at the same time as coal increases to ca. 880 kg/m3 

(Table 1). 
The characteristic biomass attributes in its fresh form is a 

high value of moisture which increases as high as 50%. It is 
advantageous to decrease its moisture to a value lower than 
15%. A high moisture content in the biomass also has an 
influence on its cost and profit. A higher weight of biomass 
relative to the appreciable water content increases the cost of 
transportation. The utilization of waste wood is therefore 
profitable through application of drying and integration of raw 
materials before its transportation to energy works. A very 
important characteristic mixture of coal-biomass is the 
complete additiveness of organic substances of both fuel. In 
this mixture, the coal plays a stabilizing role in the burning 
process. In comparing energy, 2 tons of biomass are equal to 1 
– 1.5 tons of pit coal [4]. 

The combustible value of coal briquettes with 20% massive 
participation of wood biomass rises to ca. 24,000 kJ/kg, which 
is sufficient in order to employ it as a source of warming 
energy in electric generating plants. Such briquettes, moreover, 
are an ecological fuel complying with regulations for 
protecting the environment, relative mainly to the limitation of 
SO2 emissions into the atmosphere, thanks to which 
desulphurisation of fumes is not required [9]. 

3. TOUGHNESS OF BRIQUETTES   

Fine grain coal belongs to the materials that showed weak 
susceptibility for integration in pressing into briquettes. It is 
therefore desirable that the activity has the aim of changing the 
properties of the material. In investigations to date, the 
integration of fine grain materials has played a significant role 
factor combining the prepared material [2, 3]. 

The preparation of material for making into briquettes 
includes the crumbling and mixing as well as drying to a 
moisture level below of 12%. An electric mill is used for the 
crumbling. The relatively significant difference in the 
physical properties of coal and fibrous materials suit to two 
types of mill – coal hammer and shears (cutting) for fine 
graining into biomass. Coal together with sawdust were 
crumbled to the moment granules of less than 2 mm are 
obtained for analytical tests. The prepared briquettes were 
investigated for the balance participation of the biomass 
decreased in relation to coal to 20% and 25%. In 

accomplishing, the briquettes checked also only the coal. The 
molasses content in the role of binder, defined previous 
investigations, decreased to ca. 8% [3]. 

The ingredients were mixed in an electric mixer and then 
taken for thermal drying to a precise level of moisture. 
Investigation of the moisture was accomplished with the aid of 
laboratory moisture tester from the KETT firm, type FD-620. 
The drying temperature was increased to 100°C. The prepared 
briquette mixture was placed in the laboratory press. The 
maximum pressure of each individual press was increased to 
35 MPa, whereas the press displacement was 200 mm. 

Preparation and accomplishment of special forming unit to 
briquetting of fine grain waste materials were assembled in the 
matrix and punch. The matrix enables obtain briquettes of 
cylindrical shape and a suitable height of briquettes obtained of 
approximately 2/3 diameter. It is possible to quickly change the 
matrix and stamp for the purpose of obtaining briquettes of 
different dimensions and form.  

The toughness of the briquettes were defined through 
resistance to gravity drop, together with the strength of 
compression. Resistance of the briquettes to gravity drop was 
evaluated through the percentage of decrease in mass after 
dropping the briquettes at least three times from a height of 2.0 
m on to a steel plate. After each drop, the test piece was put 
through a sieve with openings smaller than the minimum 
dimension of the briquette. Briquette resistance to gravity is 
illustrated in the equation below: 

 

        
%100⋅=

B
BK z

               
(1)

 
where:  B – briquette mass before dropping,  
 Bz – mass remaining in filled sieve. 

The gravitational resistance to drop should be attain a 
value higher than 90%. The value of compression strength 
destroying the briquette was defined experimentally as 
follows, that the cylindrical disc was placed between the flat 
surface of the compress experimental piece until the moment 
of destruction of its structure. The investigation carried out 
used an endurance test machine ZWICK Z100. The value of 
compression strength destroying the briquette should be attain 
at least 1.5 MPa. 

4. ANALYSIS OF RESULT OF RESEARCH 

Fresh and seasoned briquettes were tested. Analysis of the 
following parameters was undertaken: biomass contribution, 
moisture of the coal-biomass mixture with binder, pressure of 
stamping press and seasoning. Data from the analysis is 
presented in Table 2, as well in Figures 1 and 2. 

The data presented in Table 2 shows that the majority of 
examples of gravitational resistance to drop obtained a value 
higher than 90%. This resistance is insufficient through 
integration in the material of moisture greater than 10%.     
It was ascertained that the mixture should contain a 6 – 9% 
of moisture. High resistance of the briquettes obtained by a  
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TABLE 2 
TOUGHNESS OF SELECTED COAL-BIOMASS BRIQUETTES 

Maximum 
compression 

strength 
destroying 
briquettes 

(Mpa) 

Resistance 
to gravity drop 

(%) 
Test 
No. 

Moisture 
(%) 

Punch 
pressure 
(Mpa) 

Biomass 
participation 

(%) 

fresh seasoned fresh seasoned
1 11.5 30.0 20.0 1.08 1.54 80.0 82.0 
2 9.6 30.0 20.0 4.81 7.37 89.0 90.5 
3 8.0 35.0 20.0 4.42 6.80 97.5 98.2 
4 7.9 35.0 25.0 5.30 8.14 95.6 96.3 
5 7.5 30.0 25.0 6.03 9.24 94.8 95.6 
6 7.4 35.0 25.0 7.45 11.64 97.1 99.0 
7 6.6 35.0 0.0 1.19 1.83 82.6 83.5 
8 6.3 30.0 20.0 4.84 7.44 93.7 94.0 

 

punch press with pressure of 30 as well as 35 MPa. through 
which the greatest  pressure  value  applied  the  biggest  
degree  of crush; therefore, in effect, the material strength 
was higher. This is significant if the contribution of biomass 
in the briquettes is increased. For example, a 25% 
contribution of biomass in the samples produced with a 
smaller resistance; on the other hand, however, through 
increasing the strength value of pressure, samples are 
produced with a high toughness.  

It was observed that in gravitational resistance drop tests the 
greatest resistance was proved in tests falling on to the surface 
of the circular disc, and the lowest when dropped on to the 
edge or flat part. This confirms the justification for 
constructing such a matrix and punch, so that the briquettes had 
not strong edges and even walls. Round-shaped briquettes can 
be formed in a roll press.  

The data presented shows that briquettes consisting only of 
coal have a decidedly lower resistance to compression than 
briquettes with additional biomass. The use of biomass 
therefore increases the material strength of briquettes. Analysis 
of the data shows that the maximum strength value of 
compression is somewhat higher for briquettes with a 20% 
biomass, and lower for those with 25% biomass through using 
the same pressure strength in the press. It is justified to use a 
higher press pressure in the example of compressing material 
containing a higher biomass content. 

Figure 1 presents data showing the seasoned precept of 
briquettes. Seasoned briquettes are characterised by a higher 
resistance to pressure than fresh ones. The results of 
experiments  show  that  in  the  period  of  three  weeks  
their resistance to pressure increases; however, seasoning 
for a longer time is disadvantageous. There is a distinct 
decrease in resistance to pressure after 50 days of seasoning 
the briquettes. 

Analysis of the running curve in Figure 2 shows three 
phases in the compression of the briquettes. In the first phase, 
a small rise in compression strength induces a big relationship 
between the moving parts of the endurance machine, between 

 

 
Figure 1. Reliability on compression of briquettes in relation to seasoning 

 
Figure 2. Course of compression strength of selected briquettes : 1 – made with 
punch pressure of 35 MPa, 2 – made with punch pressure of 30 MPa, 3 – like 

(2) with lower humidity of the mixture 
 
which there are the test piece. The cause of this is a porosity of 
the briquettes. In this phase the compression process is 
introduced; therefore, there is a reciprocal close relationship 
between the ingredients of the fine grain structure of the 
briquettes. The next phase of the process is characterized by a 
stepwise increase in strength up to the maximum value 
whereby the test piece are destroyed.  

5. CONCLUSION 

The production of energy briquettes from coal and biomass 
produced a high toughness. An adhesive like molasses added in 
to the residual mixture produces increased material strength. 
Additional increase of mass participation of biomass does not 
produce a significant decrease in resistance of the briquettes, 
but lessen the energy effect during their burning in furnaces. 
The acquisition of a high value of resistance to gravitational 
drop, together with resistance to the compression, to a large 
degree depends on the moisture of the mixture, pressing stamp 
pressures, and likewise the period of briquette seasoning.         
It was proved that briquettes showed sufficient resistance, even 
in fresh form; however, it is advantageous to use them during a 
period of 2–4 weeks. 
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On the basis of the results of the investigation, the following 
are proposed: 

1. During the process for preparing the mixture for making into 
briquettes, it is essential to select definite proportions of 
ingredients. The most advantageous conditions to assure the 
addition of the molasses in the amount of ca. 8% for the making 
of briquettes of grained materials, together with the drying of the 
mixture to a moisture level within the range of 6–9%. Seasoned 
briquettes influence their toughness. 

2. The use of molasses as a binder significantly influences the 
increase in the material strength. They have sufficient 
resistance, even through the increase in biomass 
participation, but in this care it depends on the minimal 
burning output value of the briquettes in relation to the 
required energy effect acquired during burning in furnaces. 

3. The energy effect during burning of briquettes in industrial 
furnaces should be obtained. 

4. Briquetting of energy raw materials brings advantages for 
decreasing the consumption of materials, together with a 
lowering cost of transports and storage.  
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Abstract-The harmonic distortion of voltage has became an 

important subject in power quality, especially after use of power 
electronic equipment and nonlinear loads. Simple method to 
limitation of harmonic distortion is using of passive filters. The 
objective of this paper is to determine the location and size of 
passive filters in distribution networks economically, by using 
genetic algorithm. With using of genetic algorithm and new 
coding here some of other methods limits for passive filters 
locations are removed. The purpose of the genetic algorithm is to 
minimize the cost of passive filters and, at the same time, to reach 
the harmonic limitations defined by standard IEEE-519. This 
algorithm is applied to IEEE 13-bus distribution network and the 
results are shown, finally  

I. INTRODUCTION 

Whit increasing use of power electronic equipment and 

nonlinear loads, the level of voltage harmonic distortion in 

distribution networks are significantly increasing. As 

harmonics propagate through the system, they result in 

increased losses and possible equipment loss-of-life. Also 

Overcurrents or overvoltages resulting from resonances can 

damage equipment. Additionally, harmonics can interfere with 

control, communication, and protective equipment. With this 

reasons different research institutes have studied about the 

proper limitation of harmonic disturbance levels and released 

different standards. 

Among the several methods used to reduce these harmonic 

disturbances, the more employed are the tuned passive filters 

due to their simplicity and economical cost. 

The important problem of using passive filters are 

determining location and sizing of them, which is reach 

standard levels of harmonic distortion with applying minimum 

cost of passive filters [1, 2]. 

In reference [3], the objective is to propose a new approach 

for designing a passive LC filter of the full-bridge rectifier by 

using genetic algorithms (GAs). The objective of the fitness 

function in the GA program is to find out the maximum PF of 

the ac mains with the smallest inductor value. 

Reference [4] describes the application of genetic algorithm 

to calculate the R-L-C parameters of passive harmonic filters 

that may be installed in the customers’ houses. The main goal 

is to minimize the harmonic impedance in some specific 

frequencies and to maximize the fundamental frequency 

impedance in order to minimize losses. 

Reference [5] presents a method that applies the 

Combinatory optimization by microgenetic algorithms for the 

location and optimum project of passive harmonic filters. The 

minimization of total voltage harmonic distortion and active 

power losses has been used as objective function. In this 

reference, the problem consists of planning two passive 

harmonic filters, whose harmonic tuning orders are 4.7 and 6.6, 

respectively. 

Reference [6] describes the application of genetic and a 

microgenetic algorithm to the problem of locating and sizing 

passive filters in an electric network affected by harmonic 

disturbances. In this work, the objective function to be 

minimized is the value of voltage harmonic distortion. In this 

reference, the input data are the number of filters and the 

relevant order of these filters. 

In this work by using genetic algorithm and new coding, 

location and sizing of passive filters is determined so with 

installing them the standard levels for voltage distortion is 

achieved with minimum cost of passive filters. By comparing 

with other methods the number and harmonic order of passive 

filters is automatically determined in this work. 

Standard limitation that is considered here is standard IEEE-

519 for harmonic limitation. 
In the next part of this paper firs modeling of passive filters, 

based of new coding and finally the result of applying the new 
method to IEEE- 13-bus distribution network will be illustrated. 
 

II. PASSIVE FILTERS 

The most common type of passive filter is the single-tuned 
“notch” filter. This is the most economical type and is 
frequently� sufficient for the application. The notch filter is 
series-tuned to�present low impedance to a particular harmonic 
current and is connected� in shunt with the power system 
(usually near the loads that produce harmonics). Thus, 
harmonic currents are�diverted from their normal flow path on 
the line through the filter. 

Shunt passive filters depend on three design parameters: 1- 
the tuning harmonic order, 2- the quality factor Q, the filter 
band and the residual harmonic voltage depend on Q, 3- the 
capacitor rating at the fundamental frequency. 

Inductive reactance and resistor values at the fundamental 
frequency are: 

2
n

Xc
X L =           

Q

X
R L=  

This is important point that the values of capacitor rating at 
the fundamental frequency and the quality factor are discrete. 
The typical value of quality factor is between 30 and 60 for 
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single-tuned “notch” filter. Moreover, the standard IEEE for 
capacitor rating is available. 

Based of new coding, in this work for each candidate buses 

for installing passive filter, four filter branches are considered, 

that each of these four filters is used for different harmonic 

orders. The load buses that produce harmonics are considered 

as candidate buses. For each of four filters seven bits are 

considered in chromosome. The first bit shows presence or 

absence, next three bits show the quality factor and the latest 

three bits show the capacitor rating. With this coding method 

the chromosome size is equal to 7*4*candidate buses. 

III. OBJECTIVE FUNCTION 

Objective function is the cost of filter branches. This cost 
contains the cost of capacitors, inductors, and resistors. So: 

rpricelpricecpricefitfun ++=  

Where, cprice, lprice and rprice respectively are price of 
capacitors, inductors and resistors. The cost of capacitors at 
different voltage level in distribution networks is available. The 
cost of filter inductors does not vary greatly for units of 
different rating. The cost approximation used in the analysis is 
of the form: 

Inductor cost=UK+UL (MVAR) 
Where UK is a constant cost component and UL is the 

inductor incremental cost per MVAR rating. These values 
relate to the single phase and must be converting to the three 
phase.   

The power rating of the resistor necessary for Q-adjustment 
in each filter branch will affect the cost to some extent. 
However, the nominal resistance of the unit is difficult to 
predict in a general analysis, because it depends on the natural 
Q factor of the inductor. For this reason, and because the cost 
of an air-cooled resistor is small compared with that of the 
other components, a constant cost per resistor is allocated in 
the analysis [1]. 

For eliminating the individual that don’t observe the 
harmonic limitations, a penalty factor is used. 

IV. CONSTRAINS 

Based on standard IEEE-519, the value of THD at PCC 
(Point of Common Coupling) in distribution networks below 
69 kV must be lower than 5% and the value of IHD lower than 
3%. Also practically, the values of capacitor ratings and quality 
factors are discrete. 

V. GENETIC ALGORITHM 

 
The GA is a search mechanism based on the principle of 

natural selection and population genetics. At the beginning of 
GAs, representations for possible solutions, which are often 
called chromosomes or individuals, must be developed. A 
chromosome consists of a series of genes which can be 
represented by binary codes. Different combinations of genes 
form different chromosomes. Each chromosome is a possible 
solution of the problem. The set of chromosomes is called the 
population of the generation. Chromosomes in a generation are 
forced to evolve toward better ones in the next generation by 

three basic GA operators, reproduction, crossover, and 
mutation, and the problem-specified fitness function. 

In reproduction, a number of selected exact copies of 
chromosomes in the current population become a part of the 
offspring. In crossover, randomly selected subsections of two 
individual chromosomes are swapped to produce the offspring. 
In mutation, randomly selected genes in chromosomes are 
altered by a probability equal to the specified mutation rate. 
For a binary coding gene, it means that digit 1 becomes digit 0 
and vice versa. 

The fitness function, also called the objective function, is an 
evaluation function that plays the role of the environment to 
distinguish between good and bad chromosomes. Only a 
certain number of chromosomes screened and selected by the 
fitness function can survive and pass their genes to the next 
generation. 

Each chromosome of the current population is evaluated by 

the fitness function and some good chromosomes are selected. 

Then a new population will be generated by using the three 

basic GA operators, i.e., reproduction, crossover, and mutation. 

A. Reproduction 

The reproduction of new individuals is made as follows: 
- Find the total fitness of the population: 

�
=

=
n

i

itotal ff
1  

Where: 

if : Fitness of each individual ( )ni ,...,2,1  

n : Number of individual in the population 

- Calculate the probability of reproduction for each 

individual ( )ni ,...,2,1 . 

total

i

i
f

f
p =

 
- Round ip ( )ni ,...,2,1 and copy each individual i  for 

ip times at mating pool  

- Enter three random individuals instead of last three 
individuals of population 

B. Crossover 

The crossover operator follows: 
- Select individuals two by two respectively 
- Select a filter branch characters in random 

Replace it by relative filter branch of next individual by the 

probability of crossover ( )cp  

C. Mutation 

The mutation operator follows: 
- Select individuals respectively 

Reverse the bits relative to absence or presence of filter 

branches by the probability of mutation ( )mp  

VI. CASE STUDY 

This paper uses an IEEE standard distribution network to 
perform the study. This network consists of 13 buses and is 
representative of a medium-sized industrial plant. The plant is 
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fed from a utility supply at 69 KV and the local plant 
distribution system operates at 13.8 KV [7]. 

The system is shown in figure 1. More information on this 
network can be obtained at 
http://www.ee.ualberta.ca/pwrsys/harmonics.html. 

 

Figure 1: IEEE 13-buses standard network 

 

In this paper in addition to 49:RECT, the 29:T11SEC and 
51:AUX is considered also as a nonlinear load. 

Standard rating of single-phase capacitors and their costs 
that released by ABB (according to IEEE and IEC standard), 
are shown in following table: 

Table 1 
Standard single-phase capacitor ratings and their costs 

PRICE ($) XC (KVAR) 

550 50 

625 100 

705 150 

790 200 

950 300 

1155 400 

1315 500 

1455 600 

 

In this paper the value of UK and UL is considered 500$ 

and 90 ($/MVAR) respectively. mp  , cp  and the size of 

population are considered 0.15, 0.75 and 10 respectively. 

VII. SIMULATION RESULT 

Passive filters locate at the primary side of load transformers 

(PCC’s) generally, thus in this problem, the candidate buses for 

filters are 50:GEN-1, 05:FDR F and 26:FDR G. 

The program result is shown in table 2 and Table 3 shows 

the THD values of buses before and after filtering. 
Convergence curves of the algorithm for five individual 

runs are shown in figure 2. 
 

 

Table 2 
Simulation result 

Filter branch 1 

Tuning order 7 

Location 26:FDR G 

XC (KVAR) 150 

Q 50 

C (µF) 2.1 

L (mH) 68.8 

R (�) 3.63 

 

Table 3 
THD of buses before and after filtering 

bus Initial THD (%) Final THD (%) 

50:GEN-1 10.56 2.48 

03:MILL-1 10.93 2.55 

51:AUX 9.95 7.72 

100:UTIL-69 1.34 0.32 

01:69-1 1.36 0.33 

05:FDR F 10.93 2.55 

49:RECT 11.04 10.23 

39:T3 SEC 9.86 2.32 

26:FDR G 10.92 2.56 

29:T11 SEC 11.12 10.41 

06:FDR H 10.93 2.55 

11:T4 SEC 10.55 2.47 

19:T7 SEC 9.96 2.34 

 

Figure 2: Convergence curves for five algorithm runs 

 

Curve A and B in fig.2 show the changing of transfer 

impedance between 26:FDR and 29:T11 SEC buses 

respectively before and after installing passive filter. Because 

of using of power factor correcting capacitor in network, as 

shown in fig.3 network has a resonance frequency near the 7th 

harmonic order. After installing filter this frequency change to 

two new resonance frequencies far from 7th harmonic order. 

In designing passive filters for a network it must be 

considered that after installing filters new resonance frequency 

near the nonlinear loads order don’t be appeared. However, 

with using genetic algorithm by consideration a penalty factor 

in fitness function appearing of this new resonance frequency 

is prevented. 

 

 

100:UTIL-69 

01:69-1 

03:MILL-1 

 
 

50:GEN-1 

51:AUX 

05:FDR F 26:FDR G 06:FDR H 

ASD 
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Figure 3: Harmonic impedance before (A) and after (B) filtering 

 

VIII. CUNCLOSION 

This paper deals with determining the location and size of 

passive filters by genetic algorithm, economically. The 

algorithm constrains are the limitation of harmonic distortion 

that define by standard IEEE-519. The algorithm determines 

the number, harmonic order, size and location of passive filters 

to reach the IEEE standard.. 
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Abstract – In this paper we present a new control structure for 
sensorless induction machine dedicated to electrical drives using a 
three-level voltage source inverter (VSI). The amplitude and the 
rotating speed of the flux vector can be controlled freely. Both fast 
torque response and optimal switching logic can be achieved; the 
selection is based on the value of the stator flux and the torque. 

A novel DTC scheme of induction motors is proposed in order 
to develop a suitable dynamic. We propose an approach; in wich 
we enhance the response of torque and flux with optimal 
switching strategies. However, the middle point voltage of the 
input DC voltages of the three-level NPC voltage source inverter 
presents serious problems caused by a fluctuation of the DC 
voltage sources Ucu Ucl As consequence to these problems, we 
obtain an output voltage of the inverter which is asymmetric and 
with an average value different from zero. In this paper, we will 
present one solution to minimise this fluctuation. This solution 
uses a clamping bridge to regulate the input voltages of a 
threelevel inverter VSI NPC. A scheme of Enhanced direct torque 
control "EDTC" with complete cascade is simulated for an 
induction motor. The results obtained indicate superior 
performance over the FOC one without need to any mechanical 
sensor. 

Key Words - Induction motor, Direct torque control,  Voltage 
source inverter, , Flux estimators, Switching strategy optimisation, 
Neutral-point clamped. 

I. INTRODUCTION 

The rapid development of the capacity and switching 
frequency of the power semiconductor devices and the 
continuous advance of the power electronics technology have 
made many changes in static power converter systems and 
industrial motor drive areas. The conventional GTO inverters 
have limitation of their dc-link voltage. Hence, the series 
connections of the existing GTO thyristors have been essential 
in realizing high voltage and large capacity inverter 
configurations with the dc-link voltage [1]. The vector control 
of induction motor drive has made it possible to be used in 
applications requiring fast torque control such as traction [2]. 
In a perfect field oriented control, the decoupling 
characteristics of the flux and torque are affected highly by the 
parameter variation in the machine. 
This paper describes a control scheme for direct torque and 
flux control of induction machines fed by a three-level voltage 
source inverter using a switching table. In this method, the 
output voltage is selected and applied sequentially to the 
machine through a look-up table so that the flux is kept 
constant and the torque is controlled by the rotating speed of 

the stator flux. The direct torque control (DTC) is one of the 
actively researched control scheme which is based on the 
decoupled control of flux and torque providing a very quick 
and robust response with a simple control construction in ac 
drives [3]. 
In this paper, the authors propose a new cascade for high 
voltage and high power applications. This cascade lets to 
absorb, in network, sinusoidal currents with unity power factor. 
It constitutes by two-level PWM rectifier, clamping bridge, 
three-level NPC VSI, induction motor controlled by EDTC 
strategy. 

II. THREE-LEVEL INVERTER TOPOLOGY 

Fig. 1 shows the schematic diagram of neutral point clamped 
(NPC) three-level VSI. Each phase of this inverter consists of 
two clamping diodes, four GTO thyristors and four 
freewheeling diodes. Table.I shows the switching states of this 
inverter. Since three kinds of switching states exist in each 
phase, a three level inverter has 27 switching states. 
 

 
Fig. 1. Schematic diagram of a three-level GTO inverter 

Table. I. 

Switching states of a three-level inverter 

Switching 
states 

S1 S2 S3 S4 SN 

P ON ON OFFF OFFF Vd 

0 OFFF ON ON OFFF Vd/2 

N OFFF OFFF ON ON 0 
 
A 2 -level inverter is only able to produce six non-zero voltage 
vectors and two zero vectors [2]. The representation of the 
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space voltage vectors of a three-level inverter for all switching 
states forming a two-layer hexagon centred at the origin of the 
(d, q) plane and a zero voltage vector at the origin of the plane, 
as depicted in fig.2. According to the magnitude of the voltage 
vectors, we divide them into four groups the zero voltage 
vectors (V0), the small voltage vectors (VI, V4,V7, VI , V13 , 
V16 ), the middle voltage vectors (V3 , V6 V9, V12 V15 V18 ), 
the large voltage vectors (V2 , V5 , V8 , V11,V14, V17 ) 
The zero voltage vector (ZVV) has three switching states, the 
small voltage vector (SVV) has two and both the middle 
voltage vector (MVV) and the large voltage vector (LVV) have 
only one [1]. 

 

V5=(220) V8 =(020) V6 =(120) 

V9 =(021) 

V11 =(022) 

V12= (012) 

V14 =(002) V15= (102) V17 = (202) 

V18 =(201) 

V2=(200) 

V3=(210) 

V4’ =(221) 

V0 = (111) 

V7 =(010) 

V7’ =(121) 

V0 = (222) 

V4=(110) 

V1’=(211) 

V0 =( (000) V1=(100) V10 =(011) 

V10’ =(122) 

V13 =(001) 

V13’ =(112) V16’ =(212) 

V16 =(101) 

α 

β 

Ph3 

Ph2 

Ph1 

Fig. 2. Space voltage vectors of a three-level inverter 
 

III. INDUCTION MACHINE 

Torque control of an induction motor can be achieved on the 
basis of its model developed in a two axis (d, q) reference 
frame stationary with the stator winding. In this reference 
frame and with conventional notations, the electrical mode is 
described by the following equations: 

1 1 1 1

1
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r s s r s
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s
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     sq
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V R i
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The mechanical mode associated to the rotor motion is 
described by:  

( )em r

d
J
dt
Ω
= Γ −Γ Ω  

( )rΓ Ω and emΓ  are respectively the load torque and the 

electromagnetic torque developed by the machine. 

IV. PROPOSED DIRECT TORQUE CONTROL USING  A 
THREE-LEVEL INVERTER 

Basically, DTC schemes require the estimation of the stator 
flux and torque. The stator flux evaluation can be carried out 
by different techniques depending on whether the rotor angular 
speed or (position) is measured or not. For sensorless 
application, the "voltage model" is usually employed [6]. The 
stator flux can be evaluated by integrating from the stator 
voltage equation.  

( ) ( )s s s st V R I dtϕ = −∫  

Fig. 3. Flux deviation 
This method is very simple requiring the knowledge
stator resistance only. The effect of an error in Rs is 
neglected at high excitation frequency but become
serious as the frequency approaches zero.  
The deviation obtained at the end of the switching pe
can be approximate by the first order Taylor Series as be
[6]. 

cos( )

cos( )
s s e v s

s v s
s e

so

V T

V
T

ϕ θ θ
θ θ

ϕ
ϕ

∆ ≈ ⋅ ⋅ −

⋅ −
∆ ≈ ⋅

 

Considering the combination of states of switching fu
Su, Sv, Sw. Fig.3 shows the adequate voltage vector se
we can increase or decrease the stator flux amplitude an
to obtain the required performance. The electromagnetic
is estimated from the flux and current information as [2]

( )em sq sd sd sqp i iϕ ϕΓ = −  

Fig.4. show diagram of the DTC scheme devel

I. Takahashi [2]. The reference values of flux, *ϕ

torque *
emΓ , are compared to their actual values 

resultant errors are fed into a multi-level comparator 
and torque. The stator flux angle sθ is calculated by: 

(3) 
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and quantified into 6 levels depending on which sector the flux 
vector falls into. Different switching strategies can be 
employed to control the torque according to whether the flux 
has to be reduced or increased. 
Each strategy affects the drive behavior in terms of torque and 
current ripple, switching frequency and two or four quadrant 
operation capability. 

Assuming the voltage drop ( )s sR I⋅  small, the head of the 

stator flux sϕ  moves in the direction of stator voltage Vs  at a 

speed proportional to the magnitude of Vs  according

s s eV Tϕ∆ =  

The switching configuration is made step by step, in order to 
maintain the stator flux and torque within limits of two 
hysteresis bands. Where Te is the period in which the voltage 
vector is applied to stator winding. Selecting step by step the 
voltage vector appropriately, it is then possible to drive sϕ  
along a prefixed track curve [6]. 

 
Fig. 4. Block diagram of direct torque control 

Assuming the stator flux vector lying in the k-th sector 
(k=1,2,...6) of the (d, q) plane, in the case of three-level 
inverter, to improve the dynamic performance of DTC at low 
speed and to allow four-quadrant operation, it is necessary to 
involve the voltage vectors 1−kV  and 2−kV  n torque and flux 
control. 

V. SWITCHING STRATEGY PROPOSED FOR AN 
ENHANCED DIRECT TORQUE CONTROL 

According to this strategy, the stator flux vector is required to 
rotate in both positive and negative directions. By this, even at 
very low shaft speed, large negative values of rotor angular 
frequency can be achieved, which are required when the torque 
is to be decreased very fast. Furthermore, the selection strategy 
represented in each table allows good flux control to be  
obtained even in the low speed range. However, the high 
dynamic performance, which can be obtained using voltage 

vectors having large components tangential to the stator vector 
locus, implies very high switching frequency.  

For flux control, let the variable *( )s sE Eϕ ϕ ϕ ϕ= −  be 

located in one of the three regions fixed by the contraints: 
 

min min max max, ,E E E E E E Eϕ ϕ ϕ ϕ ϕ ϕ ϕ≤ ≤p f  

The suitable flux level is then bounded by minEϕ  and 

maxEϕ  Flux control is made by a two-level hysteresis 

comparator. 
Three regions for flux location are noted, flux as in fuzzy 
control schemes, by nEϕ  (negative), zEϕ   (zero) and  pEϕ  

(positive). 
A high level performance torque control is required. To 
improve the torque control, let the difference 

*( )em eE Γ = Γ −Γ  belong to one of the five regions defined 

by the contraints: 
 

min2 min2 min1 min1 max1

max1 max2 max2

, , ,

(12)

E E E E E E E E

E E E and E E
Γ Γ Γ Γ Γ Γ Γ Γ

Γ Γ Γ Γ Γ

≤ ≤ ≤ ≤

≤ ≤

p

p
 

The five regions defined for torque location are also noted, as 
in fuzzy control schemes by nlEΓ (negative large), nsEΓ  

(negative small), zEΓ (zero), psEΓ (positve small), plEΓ  

(positive large). The torque is then controlled by a hysteresis 
comparator built with two lower bounds and two upper bounds. 
A switching table is used to select the best output voltage 
depending on the position of the stator flux and desired action 
on the torque and stator flux. The flux position in the (d, q) 
plane is quantified in twelve sectors. Alternative tables exist 
for specific operation mode. Comparing with switching table 
for the case of a two-level inverter, it is easily possible to 
expand the optimal vector selection to include the larger 
number of voltage vectors produced by three-level inverter 
[4] ,[5]. The appropriate vector voltage is selected in the order 
to reduce the number of commutation and the level of steady 
state ripple. 
The switching strategy in the order of the sector ,sθ  is 

illustrated by each table. The flux and torque control by vector 
voltage has in nature a desecrate behavior. In fact, we can 
easily verify that the same vector could be adequate for a set of 
value of .sθ  
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VI. CAPACITOR VOLTAGE BALANCING ALGORITHM 

We know that the group small voltage vector "SVV" 
is divided into two sub-groups of vectors which do not have the 
same action on the voltage of neutral point voltage of the 
inverter. On the assumption that 0 ClU U= , use of the vectors 

of the first sub-group, this  vectors obtained with combinations 
where 1 or 2 states is equal 1, the remaining states being 0, 
causes to increase the neutral point voltage Uo of the inverter. 
On the other hand, the use of the vectors of the other sub-group 
of the "SVV" group, vectors obtained for combinations where 
1 or 2 states is 1, the remaining states being 0, causes to 
decrease it (opposite effect).  

Thus, if one decided to use only the vectors of one of 
the two sub-groups, in this case the direct control then become 
equivalent to the direct control of the couple of the induction 
machine supplied with a 2-levels inverter where DC voltage is 
equal to the  one of the voltages of the condenser.  
However the input voltage of the 3-levels inverter is 
maintained constant (13) and is equal:  

d Cu ClV U U= +  

The use of the vectors of the first sub-group will have 
for effect to increase the value of the neutral point voltage Uo  . 
However if we chose 0 ClU U= , the terminal voltage of the 

condenser Cl will increase and that of the condenser Cu will 
decrease until being cancelled. It is thus not possible to control 
the machine by using only the vectors of one sub-group  

If we take for example the two vectors V4 and V4' 
which belong each one to one of the two sub-groups of the       
" SVV " group. They have both the same action on the module 
of stator flux and the value of the electromagnetic torque. On 
the other hand, they have contrary actions on the value of the 
neutral point voltage Uo. The first will increase it while the 
second will decrease it. With this property one can control the 
variations of Uo by maintaining them in a band of hysteresis 
centered around the value of reference which is null. 

After having measured the voltages of the two 
condensers, we can calculate the variation (14) which exists 
between the two and which corresponds to an imbalance of the 
two condensers:  

           t Cl CuU Uε = −                                          

We use hysteresis controller with 2 states to maintain the error 
in a band of hysteresis of width. 2 . dV∆  

If,  t dVε < −∆ or if  t dVε > −∆   that means that 

imbalance between the two condensers becomes unacceptable 
in a direction or the other. In the first case, it will be necessary 
to impose a voltage vector which will have as an action to 
increase the neutral point voltage Uo of the inverter; the 
second, one will impose a voltage vector which will have as an 
action to decrease it.  
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Fig. 5. Voltage unbalancing of the inverter capacitors 

VII. THE SIMULATION RESULTS 

The goodness of the proposed DTC algorithm has been verified 
in simulation on a PC. All simulations have been performed in 
the Matlab/Simulink environment.  The used flux and torque 
contraints are expressed in percent with respect to the flux and 
torque reference values.  

max min min1

min 2 max1 max 2

3% , 3% , 0.8% ,

3% , 0.8% , 3%

E E E

E E E
ϕ ϕ Γ

Γ Γ Γ

= = − = −

= − = =
 

 
The simulation result illustrates both the steady state 

and the transient performance of the proposed torque control 
scheme.  
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 Fig. 6.  A) DC input voltage of the inverter Vc1-Vc2 
and their difference  Vc1-Vc2 

B) input currents of the 3-level inverter 
 
 

0 0.05 0.1 0.15 0.2
-20

0

20

40

C
ou
pl
e 
(N
m
)

0 0.05 0.1 0.15 0.2
0

0.5

1

1.5

Temps (s)

F
lu
x 
(W
b)

0.17 0.18 0.19 0.2 0.21
-20

0

20

C
ou
ra
nt
 (
A
)

0.3 0.305 0.31 0.315 0.32 0.325 0.33
-1000

0

1000

Temps (s)

T
en
si
on
 (
V
)

 
Fig. 7. Performances of the DTC drive associated to its supply at nominal 

reference of the flux and torque. 
 

from figure (6-A), It can be observed that with the 
control algorithm the voltages in the capacitors C1 and C2 
follow their references and the and difference between them is 
practically low, On the figure (6-B) we can see that the inputs 
currents in the inverter Id1 et Id2 have the same form but they 
have are in phase opposition, the mean value of the Id0 current 
are equal to zero. 
From The figure (7) ,the flux the torque oscillates around their 
reference values (respectively 1 Wb and 50 N.m), a few torque 
ripples, and the response time is very short taking into account 
the time add by the use of the algorithm without any need of 
more powerful processors.We can see that both of The voltage 
and current qualities (wave forme , harmonics) are very good 
which prove also the utility of this simple algorithm .  

VIII. CONCLUSION  

This paper presents a very simple method of the Direct Torque 
Control algorithm to be applied to 3-level Diode clamped 
inverters. The effect of proposed method has been proved by 
simulations. It is concluded that the proposed control produces 
better results for transient state operation. And it is suitable for 
high-power and high-voltage applications. We enhance the 
DTC approach by introducing two multi-level hysteresis 
comparators for flux and torque control. We impose the flux 
angle detection procedure by defining twelve sectors of space 
and establish a larger table of knowledge rules with optimal 
switching strategies. 
Also, the neutral point voltage can be easily controlled by 
introducing a clamping bridge to solve the usual problem of 
unbalanced voltages input in three-level VSI.NPC. From this 
analysis high dynamic performance, good stability and 
precision are achieved; the results obtained are full of promise 
to use this system in high voltage and great power applications 
as electrical traction. 
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Abstract- Water is an important thing in the earth, so we must use 
it economically, especially in the irrigation of fields in the dry 
areas and in summer days. So that we present in this paper, a 
conception of a device which permits us to control automatically 
the uses of water in irrigation. This is by microcontroller. We 
applied this device in the Sahara of Algeria (oasis).  
And to get autonomy of the system, we have preferred to use the 
Photovoltaic systems as an electrical supply of the installation and 
a power for water pumping. 
The greet problem in irrigation is to specify water needs for each 
plant, which depends of temperature, land humidity, air humidity, 
wind and the nature of the plant. 
 In first we have used in the controller device many sensors to get 
the in formations about these parameters which are used as inputs 
of the test conditions to irrigate. 
 And next an electronic device based on the microcontroller 
16F877 was realised in order to get an automatic control and 
commands. 
 Finely we have tested this device to irrigate tomato, between June 
and July, and results were good. 

Key Words:  Irrigation, water pumping, Photovoltaic, 
microcontroller.  

I. INTRODUCTION 

In rural and remote area, to overcome the lack of water, the 
photovoltaic (PV) water pumping represents one of the best 
solutions. This is because solar radiation is generally high in 
arid zone location where the water is most needed [1]. 

Also, uses of water are a big problem in these days. The 
great consumption is in the Industrial uses and the irrigation. 
So we must find methods to reduce its exploitation.  

In general when we irrigate plants we try to see the sol if it’s 
dry, humid and if the climate is hot. We usually irrigate using a 
greet quantity of water and without taking in consideration if 
the plants needs really water. 

In this paper we propose to use a remote device to controller 
the water pumping and irrigation with photovoltaic supply. 

II. IRRIGATION METHODS 

There are many methods used in irrigation, as example we can 
find [1], [2]: 

• Irrigation of surface. 

• Underground irrigation. 
• Irrigation under pivot. 
• Irrigation by sprinkling.  
• Irrigation drop by drop. 

In our work we have chosen the irrigation drop by drop, 
because it’s economic and easy. 

For that we need some information of the local climate 
(microclimate), the plant type and the soil nature [3],[4]. We 
stocked water in a reservoir by using an electro-valve and 
pump on the water supply. 

An electronic devise based on the microcontroller 16F877 is 
used with some sensors to survey the water level at the 
reservoir and activate irrigation (figure1). 

And to get autonomy of the system, we used a photovoltaic 
generator as a power supply. 

 
 
 
 
 
 
 
 
 

Figure 1: Irrigation System. 

III. SENSORS  

Information about the microclimate such as the temperature, 
Soil Humidity, air Humidity are important to get the best way 
of water uses, also we must know the water level in the 
reservoir. We have used for this [5]: 

A. Temperature  
To get the air temperature and the soil one, we have used two 

CTN resistors as sensors. These measures are compared with a 
reference temperatures Tref fixed by the user (figure 2). The 
comparator is a low power dual operational amplifier (LM358). 
The outputs are connected to the controller 

Sensors Microcontroller Irrigation 

Photovoltaic 
generator 
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Figure 2: Temperature measurement 
 
B. Humidity 

In order to use water when it’s necessary (for example the soil 
is dry), we have to know the humidity of the air and the 
humidity of the soil, so we have used tow sensors 
(232269190001 of Philips), which are considered as a variable 
capacitor depended of the humidity. 

So we placed these sensors in a Timer (NE555), to generate 
a cycle of time depended on humidity (figure 3). We use the 
microcontroller to activate the Timer and calculate the 
humidity by the measure of τ=f(CH). 

 
 
 
 
 
 

 

Figure 3: Humidity measurement 

C. Water level  

When we use the water from the reservoir we can fill or empty 
it, so we must know the level of the water in the reservoir. For 
this we have used 4 opto-transistors with 4 LED. In order to 
measure the 4 water levels.  

 

 

 

 

 

 

 

 

Figure 4: Water level measurement 
 

 

 

D. Microcontroller 

All these measures are used as inputs of a microcontroller, to 
get the right time for the irrigation and fill the reservoir. This 
microcontroller is the PIC 16F877 of MICROCHIP [6]. It has 
the advantage that it’s easy to use and cheaper and sufficient to 
our application.  

IV IRRIGATION 

For irrigation we have to use a pump (P1) and a solenoid-valve 
(EV1) activated by the microcontroller to fill the reservoir. A 
second one (EV2) used to evacuate water from the reservoir 
(irrigation) and an other pump (P2) used in irrigation when the 
reservoir is empty. 

We added a state where the reservoir is nearly empty in order 
to reduce the quantity of water used in irrigation to get more 
time when the water is enough. 

         So we have used 4 water levels:  
• Full 100%: turn Off EV1 and pump1 and turn On EV2, 

the irrigation is normal. 
• Half empty (50%): turn On P1, EV1 and we have to turn 

On EV2 in an economical irrigation. 
• Nearly empty (20%): turn On P2, EV1 and EV2 used in 

the necessitate irrigation. 
• Empty (0%): turn Off the pump P2 and EV2, turn On EV1 

we can not irrigate. 
            The pumps used are a PP/MH-809-12V (5.5 gal/mn). 
And the solenoid-valve are EV1L280 [7].  

All the irrigation installation is presented in figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Irrigation system. 
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V PHOTOVOLTAIC SYSTEM 

All the components of our system are chosen to be used under 
12V DC, this is in order to use battery and a Photovoltaic (PV) 
installation. 

The photovoltaic generator used is a 12V/50W (PWX500-50 of 
PHOTOWATT), and the battery is 12V/65AH (VARTA 
SOLAR) [8]. 

So the power supply is as in figure 7. 

 

 

 

 

 
 
 
 
 
 
Figure 7: the photovoltaic power supply systeme. 
 

A REGULATOR 

In this installation Fig 2, the major problem is in the uses of 
battery, because it can be damaged easily by the charging 
currant, the cycle of charge’s number, and if we charge it up to 
its limit (charge exceed) or to discharge it under its limit 
(profound discharge). These thresholds are fixed by the battery 
characteristics [1]. To resolve these problems, we use a 
regulator which can be considered as controlled switches K1, 
K2 and K3 [9]. These have to keep the battery by 
disconnecting it from the photovoltaic generator if the battery 
potential is up to its limit, or to disconnect battery from uses if 
its potential is under its limit [1],[9] and to prolong the battery 
charge and discharge state and eliminate the quick 
commutations of switches [9]. 

Finely we have tested this installation to irrigate tomato, in 
summer (between June and July), at Djamaa a town in the 
Sahara of Algeria, where there is luck of water, the weather is 
very hot and dry. We have not used the green houses in order 
to get the real climate. 

The results were good and the plants of tomato has resisted to 
the climate. 

VI CONCLUSION 

The aim problem at the Sahara and the Arab countries is water 
resource, so we have to use it economically especially in the 
industry and in irrigation. We always, use pump in these 
regions, which need power supply, so photovoltaic become one 
of the best solutions to electrify arid areas. We can say that our 
application is very important to generate it to conserve our 
reserve of water. 
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Implementation of Inter-area Angle Stability 
Prediction in Wide Area Control 

 
Ahmed A. Daoud 

 
 
Abstarct: This paper proposes a new interarea angle 
stability prediction algorithm. This proposed algorithm 
does not require any prior knowledge of system state as it 
operates directly from measurements drawn from PMUs. 
The proposed predictor foresee the system stability state 
for 500 ms in advanve. Applying the COI angle concept for 
the interconnected power systems, inter-area stability can 
be predicted in a proper time. The proposed method was 
applied for two standard test systems, two area 4 
generator system and IEEE 50 generators test system. The 
results showed that the prediction accuracy in most cases 
converges around 1 %. At the worest case the predicted 
values approaches 7%. 
 
1. INTRODUCTION 
 

ower systems are large interconnected nonlinear 
systems. They respond to a disturbance over a 

varying timescale, ranging from milliseconds even to 
hours. Wide range of contingencies and disturbances 
occur and abnormal operating conditions may be 
detected. A different corrective control schemes must be 
implemented in each type of contingency or disturbance 
at the right time [1].  
 
Because of deregulation, many power systems around 
the world are being forced to operate closer to their 
stability limit because of the operational requirements in 
an open access environment and the environmental 
considerations. Power transfers across the inter-
connected areas of a power system are unpredictable 
due to market price variations. Inter-connection 
unforeseen operating conditions and area instability can 
lead to system blackout [2].  
 
The recent series of blackouts in different countries has 
further emphasized the need for operators to have better 
information regarding the actual state of the power 
system they are operating.  
 
For the last two decades, advances in computer 
technology and communications provide the operators 
with the information needed for appropriate control 
action. At the same time, measurement systems based 
on phasor measurement units (PMUs) are becoming 
proven technology and are seen by many utilities as one 
of the most promising ways of providing phasor 
information for wide area control [3]. 
_____________________________________________ 
 
Dr. Ahmed A. Daoud is with the electrical engineering 
dept., Suez Canal University, Port Fouad, Port Said, 
Egypt, 42523 
E-mail: a.daoud@scuegypt.edu.eg

Since many real-time operating decisions, both manual 
and automatic, are based on software applications using 
information derived from the phasor measurements 
through communication, these developments have 
shown immediate benefits in terms of increased 
accuracy, stability, and speed of convergence of control 
action decision making.  
 
Current software and algorithms used in wide-area 
control are based on phasor measurements of bus 
voltage and generator reactive power [1]. In some 
applications, it is effective to use phase angle 
measurements to detect inter-area angle instability [1].  
 
2. PROBLEM FORMULATION 

If a severe disturbance, such as three-phase 
fault occurs in a tie-line between two areas of an 
interconnected power system, some of the generators of 
the power system may accelerate and may lose 
synchronism. If such a disturbance is not cleared at a 
proper time, the loss of synchronism may extend to 
other areas' generators and a blackout may occur [4].  
 
The loss of synchronism after fault clearing is affected 
by the increase or decrease of the generator relative 
rotor angle beyond an identifiable threshold. 
  
Phase angle prediction can be used to detect the first 
swing instability in advance, which gives time to 
operator to apply the proper preventive control action. 
Based on phase angle prediction and frequency 
measurements of critical generators buses from the 
entire interconnected power system transient stability 
can be detected and mitigated. 
 
3. PROPOSED ALGORITHM 

The phase angle of generator bus and relative 
phase difference varies through a wide range during 
system operation. The concept of center of inertia (COI) 
for the computation of the system phase angle reference 
is used to determine the interconnection phase angle [3]. 
This approach is used to quantify the extent of phase 
angle variations away from the system center. 
 
Since the internal rotor angle cannot directly measured, 
we approximate the internal angle with the phase angle 
of generator bus which is normally monitored by PMU 
[3]. 
 
The proposed algorithm is divided into two parts, the 
first part is calculating the system COI through data 
collection from PMUs placed on generators bus. The 
second part, a fast learning algorithm is used to predict 
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the fore coming values for COI and consequently 
determine system stability measure. 
 
3.1 Center of Inertia COI  

The COI is calculated in [5] as follows: 

∑
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Where  is the internal generator rotor angle,  is 
the respective generator inertia time constant and N is 
the total number of generators of the system areas. 
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As the machine inertia is directly proportional to the 
real power output, the weight factor of generator inertia 
time constant can be replaced by generator real power 
P. 
 
For phase angle measurements in an area i in 
interconnected power system, we have the approximate 
center of inertia COI angle reference: 
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Where  denotes the real power generation schedule 
at generating plant j =1,...N in area i.  

i
jP

 
Increasing the number of phase angle measurements, in 
each area of interconnected power system, accuracy of 

 computation can be increased.  i
COIδ

For the entire interconnected power system, the overall 
center of inertia cδ  can be calculated as follows: 
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3.2 Prediction Algorithm 
The proposed prediction algorithm is an 

adaptation of a proven robotic ball-catching algorithm 
and has been applied to power system instability 
prediction as in [4]. 
 
The prediction algorithm is divided into two parts 
described in [6]: 
 
The coarse tuning which is a tracking stage of 
interconnection center of inertia, cδ , and 
The fine-tuning which is the extended prediction of 
center of inertia, cδ . 
 
A. Coarse tuning 

The actual calculated center of inertia angular 
position is represented by cδ and the predictor is 
presented by ϕp. The algorithm requires the projection 

of angular position cδ  in x-y coordinates and so as to 
the predictor position.  
 
The x-y components of the predictor will be: 
 
ϕpx = cos (ϕp) 
ϕpy= sin (ϕp)                  (4) 
 
and the center of inertia angular position will be 
represented by: 
 
δcx = cos (δc) 
δcy = sin (δc)                  (5) 
 
For each sampling instant of PMU the center of inertia 
angular position x and y components will be updated. 
 
Equations 4, and 5 will be substituted into the coarse 
tuning objective function: 
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where,   is a rough estimate of the final prediction 
time obtained from the equation: 
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cδ ,  are the center of inertia and predictor 
velocities respectively, and are represented by: 
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and α and β are weighting functions. 
 
The minimization of the objective function is obtained 
by differentiation of equation (6). The predicted center 
of inertia angular velocity pν  in y-direction is driven 
through the following equation: 

043
2

2
3

1 =+++ AAAA pypypy ννν                               (9) 

where, A1, A2, A3, and A4 are functions of δcx , δcy , ωcx , 
ω cy , α, and β which are known. 
 
The predicted center of inertia angular velocity pν  in 
x-direction is driven through manipulating equations (6) 
and (7)  

)(
)(
)(

cypy
cypy

cxpx
cxpx ων

δϕ

δϕ
ων −

−

−
+=              (10) 

The optimum predicted center of inertia angular 
velocity vector can then be obtained, through Solving 
equation (9) for pyν and equation (10) for pxν .  
 
For each sampling instant the difference between the 
measured center of inertia cδ  and the predicted center 
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of inertia ϕp is calculated and compared to a 
predetermined tolerance TOL. If the difference between 
the actual and predicted center of inertia is less or equal 
than pre-specified tolerance [TOL ≥(ϕp - cδ )], the 
algorithm is switching into the fine-tuning stage of 
prediction. 
 
B. Fine tuning  

The purpose of this stage is fine tune the 
predicted center of inertia value ϕp after a period of Tf 
regarding the ϕp trajectory generated from the coarse 
tuning process. Taylor series expansion has been proven 
as a good estimator for unknown data. It is used in this 
stage to fine tune the values obtained from the previous 
coarse tuning stage. 
 
Angular center of inertia velocity varies continuously 
and shows a smooth change because of the large inertia 
of turbine-generator combination of interconnected area 
power system. In order to fine tune the predicted 
angular velocity pν , and  canter of inertia angle ϕp, a 

function extrapolating the three measured points ωc(ζ0), 
ωc(ζ1), and ωc(ζ2) is defined using Taylor series 
expansion given by: 
 

))(()()()( 212212 ζζκζκζων −−+−+= fffcfp TTTT
                                                                                    (11) 
where; ζ0, ζ1 and ζ2 are the last three time stamps for 
PMU measurements. 
Tf = the prediction period in sec. 

)/())()(( 01010 ζζζωζωκ −−= cc  
)/())()(( 12121 ζζζωζωκ −−= cc  

)/()( 02012 ζζκκκ −−=                             (12) 
Integrating equation (11), the function predicting the 
center of inertia pϕ  will be given by: 

∫ +=
fT
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By using the algorithm above, area said to be losing 
synchronism can be predicted without any prior system 
configuration and exhausting system calculations. It will 
be shown by application that the proposed system can 
predict inter foreseen area instability in a time window 
permit the application of proper preventive control with 
acceptable prediction error. 
 
4. APPLICATION TO INTERCONNECTED  
     POWER  SYSTEM 
 
4.1 Simple Test System 

The applicability of the proposed algorithm to 
a wide area power system is first studied with a simple 
system of two areas. The basic topology is depicted in 
Fig. 1 [5]. 
 
The system contains eleven buses and two areas, 
connected by a weak tie between buses 7 and 9. The left 
half of the system is identified as area 1 while the right 
half is identified as area 2. 

 

 
 

Fig. 1 Single line diagram of simple test system. 
 
4.1.1 Stable conditions 
 
A. Generators COI angles prediction 

The system is simulated using Matlab 
software. The test system contains eleven buses, four 
generators, four transformers, two shunt capacitors, and 
two loads. The technical data of the system are obtained 
from [5].  
 
A three phase fault is initiated at 0.5 s at bus nine of the 
studied system. The duration of the fault is 0.1 s and is 
cleared by opening the line 9-8 at 0.6 s. Simulation 
results showed that the system is stable. 
 
The application of the prediction algorithm showed that 
the COI generator angles can be predicted for 500 ms 
with an acceptable accuracy. 
Figure 2 shows the actual and predicted COI angles for 
the four system generators. It is obvious that the 
predicted values are very close to the actual COI 
measured values. 
 
The prediction errors between the actual and predicted 
COI of the four generator buses 1, 2, 3, and 4 are also 
calculated. Figure 3 shows the prediction error of the 
four COI and the error is very small compared to the 
actual value of COI angles. 
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Fig. 2 Actual and predicted COI angles for a prediction time of 500 

ms. 
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Fig. 3 Prediction error for COI bus angles. 

 
B. Two area systems: 

The previously 4 generators test system is 
divided into two area as given in [5]. Area 1 contains 
buses 1, 2, 5, 6, and 7, while area A2 contains buses 3, 
4, 9, 10, and 11. The two areas are connected through a 
tie line between bus 7 and 9. The same fault and 
clearing conditions are applied to the two areas system. 
The proposed algorithm is applied to the test system to 
predict the two areas COI angles. Figure 4 shows the 
simulation result for 500 ms. Results verify that the COI 
angles of the two areas can be predicted with an 
acceptable accuracy. From figure 5, the prediction error 
for the COI angles is around 0.01 radian through most 
of the prediction period.  
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Fig. 4 Actual and predicted COI angles for area 1 and area 2 
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Fig. 5 Error between actual and predicted COI angle for area 1 and 

area 2 

 
4.1.2 Unstable conditions 

When applying a three phase fault at bus 6 at a 
fault time 0.5 s and clearing the fault 0.11 s later 
removing line 6-7 at 0.61 s, the system gone unstable. 
The proposed algorithm is applied to the unstable 
condition and the prediction results are given in figure 
6. Area A1 COI angle decreases in an exponential 
manner to reach a value of -22.5 radians. 
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Fig. 6 Actual and Predicted COI angle for two areas network. 
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Fig. 7 Error between actual and predicted center of inertia of two areas 

system 
 
Figure 7 shows the error between actual and predicted 
COI angles and it was found that the error value 
increases for unstable area A1 to reach about -0.24 
radian.  
 
4.2 IEEE 50 Gen-145 bus Test System 

The investigation is, further extended to a 
larger test system. The IEEE 50 generator test system 
given by [7] is considered. The system data are given in 
table 1. Full system details can be found in [7]. 
 

Table 1: IEEE 50 Generator Test System Data 
No. of Generators 50 
No. of Buses 145 
No. of Transmission Lines 401 
No. of Transformers 52 
No. of PV Buses 49 
No. of Loads 64 
No. of Shunt Reactance 97 
System Frequency 50 Hz 
Slack Bus  100 
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To investigate the effectiveness of the proposed 
algorithm, a three-phase fault was applied at bus 7. 
Fault was initiated at 0.1 second and cleared at 0.208 
second by tripping line 6-7. This fault created an 
unstable condition for the system as generator at bus 
104 (Generator #2) accelerating increasingly as shown 
in figure 8. In the meanwhile, the other 49 generator 
maintain equilibrium.  
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Fig. 8 Actual and predicted generator angle referred to COI at fault 

conditions 
The prediction error is calculated and plotted to show 
the deviation from the actual COI angle. Figure 9 shows 
that the prediction error of generator 2 at bus 104 is 
increasing till a maximum value of 3.25 radians. 
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Fig. 9 Prediction error in radians 

Separating generators (1, and 3 through 50) prediction 
error; figure 10 shows that prediction error clustered 
around zero with maximum value of ± 0.08 radians.   
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Fig. 10 Prediction error of stable 49 generators 

 
Considering the wide area control and the need to divide 
the network into interconnected control areas; the 
system is divided into two areas as shown in table 2[7]. 

 
Table 2: IEEE 50 Generator Areas 

A
re

a 
N

o.
 

Generator Bus No. 

1 115, 116,  130, 131, 132, 134, 135, 136, 137, 139, 140, 
141, 142, 143, 144, 145 

2 
60, 67, 79, 80, 82, 89, 90, 91, 93, 94, 95, 96, 97, 98, 99, 
100, 101, 102, 103, 104, 105, 106, 108, 109, 110, 111, 
112, 117, 118, 119, 121, 122, 124, 128 

Figure 11 shows the COI angle of the two area IEEE-50 
generator system. For the fault conditions described 
above area 2 COI accelerate and the area is going to an 
unstable zone. Area 1 is stable as the variation of the 
inter area COI angle is approximately steady. 
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Fig. 11 The distribution of two areas COI angle along simulation time. 
 
Predicting the two areas COI angles, the results shown 
that a precise approach to the values which have been 
calculated before. 
Figure 12 shows the actual and predicted COI angles of 
the IEEE-50 generators two control areas. It is clear that 
the predicted values converged too close to the actual 
value.  
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Fig. 12 Actual and predicted COI angles for 500 ms prediction period. 
 
The accuracy of the predicted values is explained 
calculating the error between the predicted and the 
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actual COI angles. Figure 13 shows that the prediction 
error does not exceed 0.3 radians.  
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Fig. 13 Prediction error for 500 ms prediction period. 

 
5. CONCLUSIONS 
The proposed algorithm is adopted from a proven robot 
control system and the technology of PMU [2, 3, 6]. 
The algorithm shows a good accuracy regarding the 
actual COI angle prediction. No prior knowledge of 
system state is required. PMU measurements can predict 
the system stability state for 500 ms in advance. Wide 
area monitoring and control can be achieved on-line 
using the proposed algorithm. Severe contingencies can 
be prevented at the right time as foreseen system state 
can be predicted in advance. Further investigation on 
wide area control, such as generator tripping and load 
shedding, using the proposed method is in progress to 
proof the applicability of the algorithm. 
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Abstract- In this paper,  simplified analysis  of different conditions 
of wind power expansion  in Poland is shown. This analysis is 
made on basis of simplified computational  example for  18 MW 
wind farm in  Poland from the point of view different  groups  of 
parameters.  Four groups of  conditions: wind, geographical, 
technical and economical are  taken  into consideration. 

I. INTRODUCTION 

Renewable energy sources as: wind, hydro, solar, biomass, 
biogas, geothermal and sea waves are of more and more 
fundamental importance in electricity production in countries 
of the European Union. This situation also ivolves Poland.  

From renewable sources, the  quickest and the greatest 
development concerns wind energy. Last years in the world  
just  belongs to wind power energy. Now,  there are wind 
turbines set with a total capacity of over 94000 MW in the 
world, at the territory of  the Europe over 64900 MW [8]. Only 
in 2008, at the territory of the European Union countries there 
were in total wind turbines with capacity of 8484 MW set, 
which means 15% increase of installed capacity in comparison 
to the previous year [8].  

Germany is still leader of the sector in the extent of market 
size, where the total installed capacity exceeds 23903 MW, the 
second place in the extent of installed capacity belongs to 
Spain - over 16754 MW [8]. Moreover, in six countries of the 
European Union  the total installed capacity exceeds 2 GW – in 
Italy (3736 MW), France (3404 MW), Great Britain (3241 
MW), Denmark (3180 MW), Portugal (2882 MW) and Holland 
(2225 MW) [8]. 

Wind energy in Poland is still in its early phase in 
comparison with other countries of  the European Union. At 
country’s territory there are 36 wind power plants (only 11 
wind farms) with a total capacity of 442 MW [9]. Average 
capacity of a set turbine amounts to about 1,52 MW. Capacity 
installed in wind energy -per capita is 0,0037 kW, and per km2 
of land area  0,45 kW [9]. Wind energy density in Poland is 
one of the lowest in the Europe. A number of wind farms is 
very small in composition with fact that there are profitable 
wind conditions in 30 % area of Poland (Fig.1).  

In 2006 total energy production in wind parks  in Poland 
amounted to 388,4 GWh,  which means that share of energy 
production from wind in production of energy in renewable 

energy sources in general amounted to 5,8% [4,9]. Share of 
wind generation in  total country energy consumption  in 2006 
amounted to only 0,16 % [4,9].  

 
 

 
Figure 1. Wind  resources in Poland  ( /colour – localisation/; grey - very 

profitable /north ends of Poland/; light grey - profitable;  medium grey  – 
enough profitable; dark grey  – unfavourable /south part of Poland/; black – 
very unfavourable) [10] 

 
In  term 2004-2006,  it was a dynamic increase of  number 

and capacity of wind farms (almost 300%). It was installed  
183,9 MW  in wind farms installed power  in this time [9].  

A relatively quick development of renewables in Poland 
(especially wind farms) is connected  with special 
consideration paid to renewables at the national level. It is 
determined in The Energy Law [1] and Decrees (Ordinances) 
of  Ministers in charge of economic affairs [2,3]. This success 
was made mainly  thanks to support given to renewables. 

Support given to renewables in Poland  are represented by: 
green certificate payment (market based), subvention to 
investment, additional benefits and  limited fees for  connection 
renewables  to the grid [1-3]. 

According to The Energy Law  and appropriate decrees (e.g. 
Ordinance of Ministry of Economy from  19.12.2005 about  
renewable energy purchase obligation [3])  the total  balance of 
electricity  in the gross national energy consumption in 2010 
must contain 10.4 % share of renewable energy  (and 
respectively: in 2009 – 8.7%). It means that any energy 
enterprise whose activity consists in electricity generation or 
trade in electricity, which sells the electricity to the final 
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customers connected to the grid on the territory of  Poland are 
obliged to purchase electricity from renewables – 8.7% in 2009  
and 10.4 % in 2010 [3].  

Additionally, polish government plans for 2020 concern 
installing 13600 MW in wind energy and  20 % share of wind 
generation in the national energy consumption [4]. It means 
that in 2009-2020 increase of capacity that is needed amounts 
to at least 13200 MW, at the same time connecting about 1200 
MW a year. 

Presently, this subject matter are specially important because 
of  fact, wind energy in Poland is planned to develop very 
dynamic and in the near period is planed  to build many wind 
farms [9,10].  

II. DESCRIPTION OF  PROJECT 

The main aim of this project was a realisation of 
computational  example of 18 MW wind farm in  Poland  from  
point of view different  groups of parameters.  Four groups of  
conditions: wind, geographical, technical, and economical were 
taken into consideration.  

First  group of conditions were contained  wind  regime 
(consistent with mesoscale) as: yearly wind speed,  specific 
yield  and Weibull distribution. Yearly wind speed on level: 4, 
4.5, 5, 5.5 and 6 m/s, profitable for wind power expansion in 
Poland,  was considered in analysis. This range of values of 
wind speeds is fited to conditions which are occured in  Poland 
(Fig.1.). Wind  speed was qualified at a height - 30 m.p.g [10].  

Simplification as wind regime for  temperature  of air -  15°C, 
pressure of air - 101.3 kPa  /specific weight 1.225 kg/m3/. 
Wind was modelled to use Weibull distribution with shape 
parameter equal 2.  This model was a standard for polish wind 
conditions [10]. Wind speeds were related to geographical 
regions in Poland.  

Second group of consider conditions were geographical 
conditions as: localisation of wind farm and surface class. 
Localisation of wind farm was qualified through connection 
with yearly wind speed. Surface class (roughness) was 
considered according to Danish  elaboration on level: 0 
(surface of water), 1 (open fields with single buildings), 2 
(open fields with few buildings /distant about 500 m/) [5,11].   

Third group of  consider conditions were technical 
conditions as: unit of wind turbine, producer of wind turbine, 
rotor area, wind turbine power curve, characterised  power of 
unit of  wind turbine. In the frames of investigations some  
units of  leader producers from Denmark are considered [11-
13]. These producers are: BONUS, NEG MICON, NORDEX, 
VESTAS and WIND WORLD. Offer specification of turbine 
for each producers is taken into considerations [12,13]. 

For project simulation of wind power plant about 18 MW 
nominal power  were used: 

• 30 units about 600 kW nominal power each (Bonus 
600/44 Mk IV, NEG Micon 600/43, Nordex N43/600, 
Vestas V44 600/44 and Wind World 600/42); 

• 24 units about 750 kW each (NEG Micon 750/44, Wind 
World 750/48); 

• 18 units about 1 MW each (NEG Micon 1000/60, Bonus 
1000/54, Nordex N54/1000); 

• 12 units about 1,5 MW each (NEG Micon 1500/72, 
Nordex S70/1500); 

• 9 units about 2 MW nominal power each (Bonus 
2000/76, NEG Micon 2000/72, Vestas V66 2000/66). 

Fourth group of consider conditions were economical factors 
as: wind turbine price,  installation cost of turbine,  total 
investment cost of turbine, operational & maintenance cost, 
price per 1 kWh produced electricity, price of green certificate 
per 1 MWh produced electricity, inflation rate and rate of 
discount.  All incurred costs and economical calculations were 
realised in EUR currency. Wind turbine prices was taken from 
offer specification of producers [12,13]. Installation cost of 
turbine was qualified as 30% wind turbine price [11]. 
Operational & maintenance cost was considered on level 1.5% 
wind turbine price yearly [11]. Period of  exploitation  was 
qualified as 25 years [5]. Rate of discount was qualified as  8 % 
[6,10].  Real rate of return was also qualified on level 8%. For 
simplification,  price per kWh produced electricity was taken in 
calculations as constant  in time on level 0.03, 0.04 and 0.05  
EUR/kWh. Price of green certificate per 1 MWh produced 
electricity was qualified as 64.21 EUR/MWh [7]. For 
economical calculations all prizes, costs and counters 
(EUR/PLN, USD/PLN, EUR/USD, EUR/DKK) were taken as 
average  level in 2007. Investment was qualified as totally 
realised from own financial sources. Quantity of subsidies was 
calculated as the aim to obtain of  investment profitability. 
Economical  calculations were realised with reference to 
hypothetical wind farm  about 18 MW nominal power. For 
simulation, this farm is included from: 30 units about 600 kW 
nominal power each,   24 units about 750 kW each,  18 units 
about 1 MW each,  12 units about 1.5 MW each and 9 units 
about 2 MW nominal power each. All units in  the wind  farm 
were produced by the same producer.  

III. W IND FARM CALCULATION 

In frames this project two main groups of calculations were 
realised. These calculations were made with using two 
computer programs elaborated by author.  

First group were calculations of year energy output for 
specified wind turbines, wind speeds,  surface classes and 
Weibull shape parameter. In frames these calculations power 
input,  power output, energy output and capacity factor were 
calculated.  

Technical and economical calculations are related to five 
analysed configurations of wind farm, 15 basic units,  
profitable wind conditions (yearly wind speed: 4, 4.5, 5, 5.5 
and 6 m/s) and different surface classes suitable for localisation 
of wind farm (surface class: 0,1 and 2). The main parameters of 
technical and economical estimate were: yearly total energy 
output from analysed wind farm, capacity factor of wind farm, 
total investment costs, total income per year (sale of electricity, 
sale of green certificates,  inclusive), cost of 1 kWh produced 
electricity from analysed wind farm. Electricity price per kWh 
on assumed levels are determined as a limit of profitability, 
according to polish conditions [10]. 
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Process of simulations and  analysis was divided into two 
stages:  

• selection of  the best solution  within given 
configuration of wind farm,  

• selection of  the best solution for wind farm. 

IV. ANALYSIS OF WIND  FARM  

Conducted simulations and analysis for individual 
configurations of wind farm about 18 MW nominal power let 
to select the best variant for each configuration. Selection  was 
based on three criterions: max. yearly energy output, min.  cost 
of 1kWh produced electricity and max. total income per year 
from sale of electricity and green certificates. The best 
solutions for each configurations of  wind farm are presented in 
table 1. The best composition of wind farm was selected  of 
these configuration according to listed  earlier criterions. 

TABLE 1.  
The best solutions inside individual configuration 

Composition of 
wind farm 

Producer of 
turbine 

Type of 
turbine 

Nominal 
power  of 
turbine 

30 x 600 kW Nordex N43/600 600 kW 
24 x 750 kW NEG Micon 750/48 750 kW 
18 x 1MW NEG Micon 1000/60 1 MW 

12 x 1.5MW Nordex S70/1500 1.5 MW 
9 x 2 MW Bonus 2000/76 2 MW 

Analysis of solutions for optimal localisation of wind farm 
(surface class – 0) from point of view total energy output for 
different  yearly wind speeds leads to conclusion that the best 
solution is a wind farm included 18 units NEG Micon 1000/60. 

Yearly wind speed has the greatest influence on total energy 
output of wind farm. A higher yearly wind speed in place of 
wind farm localisation means larger productivity of wind farm. 
Even slight deviation from assumed yearly wind speed results 
in differences in electricity production on level  a few dozen or 
so, and even a few dozen percent. Differences between five 
considered solutions with reference to total energy output are 
presented in table 2. Solution with 1 MW units is the best for 
each analysed yearly wind speed, but in principle solutions 
with units  about  largest nominal power are the best.   

TABLE 2.   
Comparison of total energy output per year (MWh) for  analysed   18 MW 

wind farm  for different yearly wind speeds (surface class = 0) 
Yearly wind speed, m/s Composition 

of wind farm 4 4.5 5 5.5 6 
30 x 600 kW 11838.9 16803.6 22914.0 29406.3 36280.5 
24 x 750 kW 11421.0 16750.9 22842.1 29694.7 36928.1 
18 x 1MW 14722.5 20968.3 27660.4 34798.5 42382.8 

12 x 1.5MW 12954.4 19026.8 25908.9 33600.6 41292.3 
9 x 2 MW 12168.6 17537.1 23621.4 30779.4 37937.3 

For example, wind farm included  1 MW units produces 
27660 MWh electricity for yearly wind speed on level 5 m/s 
and it brings in total inclusive income per year on level 
2882489 EUR for price for sale of 1 kW produced electricity 
on level 0.04 EUR (tables 2, 6). The cost of 1 kWh produced 
electricity from analysed wind farm is equal 0.12 EUR (table7). 
This solution is on a limit of  profitability, thanks to significant  
income from sale of green certificates. Solution with 750 kW 
units is the most disadvantageous. Such farm produces 17 % 

less electricity and total inclusive income per year decreases  
also 17 % i.e. 502113 EUR (tables 2, 6). Producing  of  1 kWh  
electricity costs 0.02 EUR more (table 7). 

Significant differences between solutions occur for yearly 
wind speed on level 6 m/s.  The farm included 30 units  Nordex 
N43/600 produces 14 % less electricity than farm included 18 
units NEG Micon 1000/60 (table 2). Differences are smaller for 
other configurations of wind farm.  

Similar correlations concern capacity factors for wind farm. 
Maximum values of  capacity factors obtain for yearly wind 
speed on level 6 m/s. Than wind turbine NEG Micon 1000/60 
has capacity factor on level 27 %, however turbines Nordex 
N43/600 and  NEG Micon 750/48 have 23 % (table 3). 

TABLE 3.   
Comparison of  capacity factor (%) for  analysed 18 MW wind farm  for 

different yearly wind speeds (surface class = 0) 
Yearly wind speed, m/s Composition 

of wind 
farm 

Producer 
of turbine 

Type of 
turbine 4 4.5 5 5.5 6 

30 x 600 
kW 

Nordex N43/600 8 11 15 19 23 

24 x 750 
kW 

NEG 
Micon 

750/48 7 11 14 19 23 

18 x 1MW NEG 
Micon 

1000/60 9 13 18 22 27 

12 x 1,5MW Nordex S70/1500 8 12 16 21 26 
9 x 2 MW Bonus 2000/76 8 11 15 20 24 

Simplified economical analysis leads to conclusion that the 
wind farm included 18 units NEG Micon 1000/60 has the best  
economical parameters. 

Total inclusive income for wind farm is obtained from sale 
of electricity and green certificates. It depends mainly on  
quantity of produced electricity as well as unit price for sale of 
electricity (1 kWh) and unit price for sale of green certificate  
(1 MWh). For example, wind farm included  1 MW units 
brings in total inclusive income per year on level 4416713 
EUR for yearly wind speed 6 m/s, however it decreases 65% to 
level 1534230 EUR for yearly wind speed 4 m/s (table 6).  

Influence of unit price for sale of electricity on total income 
of wind farm for example  yearly wind speed 5 m/s is  
presented in table 4. 

TABLE 4.  
Comparison  of  total  income  per year (EUR) obtained  from electricity sale  

in function of price for 1 kW produced electricity 
 (yearly wind speed = 5 m/s, surface class = 0)  

Price for 1kWh, EUR Composition 
of wind farm 

Producer of 
turbine 

Type of 
turbine 0.03 0.04 0.05 

30x600 kW Nordex N43/600 687420 916560 1145700 

24 x 750 kW NEG 
Micon 750/48 685264 913685 1142106 

18x1 MW NEG 
Micon 1000/60 829811 1106415 1383018 

12x1.5 MW Nordex S70/1500 777266 1036355 1295444 
9 x 2 MW Bonus 2000/76 708641 944855 1181068 

Influence of unit price for sale of green certificate  on total 
income of wind farm for different yearly wind speeds is  
presented in table 5. For example, wind farm included  1 MW 
units brings in total  income from sale of green certificates per 
year on level 2721400 EUR for yearly wind speed 6 m/s, 
however it decreases 65% to level 945332 EUR for yearly 
wind speed 4 m/s (table 5).  
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TABLE 5.  
Comparison  of  toal  income  per year (EUR) obtained  from  sale of green 

certificates  for produced electricity for different yearly wind speeds  
(surface class = 0) 

Yearly wind speed, m/s Composition 
of wind 

farm 
4 4.5 5 5.5 6 

30 x 600kW 760176 1078959 1471308 1888179 2329571 
24 x 750kW 733342 1075575 1466691 1906697 2371153 
18 x 1MW 945332 1346375 1776074 2234412 2721400 

12 x 1.5MW 831802 1221711 1663610 2157495 2651379 
9 x 2 MW 781346 1126057 1516730 1976345 2435954 

 
Profitability of wind farm depends strictly on cost of 1 kWh 

produced electricity. It is connected with yearly wind speed, 
higher speed means  smaller cost (table 6). Cost of 1 kWh 
produced electricity should be smaller than price per kWh 
produced electricity. Analysed solutions aren’t  effective  
economicly even for  the highest assumed level of unit price 
for sale of electricity (0.05 EUR) and yearly wind speed  6 m/s 
(table7). Effectiveness is obtained thanks to significant  income 
from sale of green certificates.  

Wind farm included  1 MW units has the smallest cost of     
1 kWh produced electricity. However the largest cost is for 
wind farm included  750 kW units (table 7). 

 
TABLE 6.  

Comparison  of  total  income  per year (EUR) obtained  from  electricity sale  
and sale of green certificates for different yearly wind speeds  

 (price for sale of  1 kW produced electricity -  0,04 EUR surface class = 0) 
Yearly wind speed, m/s Composition 

of wind farm 4 4.5 5 5.5 6 
30 x 600 kW 1233732 1751103 2387868 3064431 3780791 
24 x 750 kW 1190184 1745611 2380376 3094487 3848276 
18 x 1MW 1534230 2185109 2882489 3626353 4416713 

12 x 1.5MW 1349980 1982785 2699965 3501518 4303070 
9 x 2 MW 1268089 1827540 2461585 3207519 3953448 

 
TABLE 7.  

Comparison of electricity cost per kWh  for  analysed wind farm  for different 
yearly wind speeds 

 (price for sale of 1 kW produced electricity -  0,04 EUR, surface class = 0) 
Yearly wind speed, m/s Composition 

of wind 
farm 

Producer 
of turbine 

Type of 
turbine 4 4.5 5 5.5 6 

30 x 600 
kW 

Nordex N43/600 0.27 0.19 0.14 0.11 0.09 

24 x 750 
kW 

NEG 
Micon 

750/48 0.28 0.19 0.14 0.11 0.09 

18 x 1MW NEG 
Micon 

1000/60 0.22 0.15 0.12 0.09 0.075 

12 x 1,5MW Nordex S70/1500 0.25 0.17 0.13 0.09 0.08 
9 x 2 MW Bonus 2000/76 0.26 0.18 0.135 0.10 0.08 

V. CONCLUSIONS 

A quick development of renewables (especially wind farms) 
in Poland in last years  is closely related to good law and 
economic solutions. 

The Energy Law [1] with Ordinances of Ministry of 
Economy [2,3] are key law acts in Poland for development of 
renewables. 

Support given to renewables in Poland  constitutes market 
based green certificate payment, subvention to investment, 

additional benefits and  limited fees  for  connection 
renewables  to the grid. 

Green certificate payment (market based) and subvention to 
investment are key support means given to renewables in 
Poland. 

Green certificate payment is the best solution for 
development of renewables applied in Poland. 

Energy enterprises which generates electricity from 
renewables in Poland have two sources of income - from sale 
of  physical electricity and - from sale of  property rigths 
connecting with certificates of origin (green certificates).  

Realised investigations enable to qualify a localisation of 
wind farm about 18 MW nominal power for different profitable 
yearly wind speeds, different surface classes and optimum 
selection of  unit for wind farm.  

Yearly wind speed has the greatest influence on total energy 
output of wind farm and electricity cost per kWh produced by 
it. Growth of  yearly wind speed causes considerable growth of 
total energy output and considerable decrease electricity cost 
per kWh.  

 Surface class has considerable influence on total energy 
output and electricity cost per kWh. 

Type of units applied in wind farm has a great influence on 
total energy output and electricity cost per kWh.    

The best solution  for analysed 18 MW wind power plant is 
farm consisted of 18 units NEG Micon 1000/60. 

At present market mechanisms wind power farm  
investments are  profitable for good localisations. The main 
causes of wind farm profitability are market based mechanism 
of green certificates and subvention to investment from 
different national and union funds. 
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Abstract 

 

 

 Growing world population, increasing energy use, 

emission carbon dioxide (CO2) and climate changing are 

the reasons for searching alternative sources of power. 

Recently we are vested with numerously alternative 

sources of energy but biomass is considered as a most 

powerfull and easiest to access. 

The bigest problems with burning raw biomass are: first 

the calorificvalue of biomass is average half compare to 

coal, second problem is a big contents of moisture for 

example in coal  10% of weight is water but  biomass 

include even 35% of water. 

For these reasons in huge power plants complete 

displacing stone fossil and lignite  by biomass is not 

workable. Coal-fired furnaces which are used in power 

plants are not adapted to burn raw biomass, hence in 

powerplants co-combustion biomass and coal for power 

production is most efficiency because this process does 

not require additional energy. Precious advantage of co-

combutstion is that technical range of change the fuel 

feed system is less. Preparing the fuel mixture based on 

blending biomass with coal on storehaus or in coal mills. 

The most efficient dose biomass to coal is about 10% 

weight.   

Otherwise in small domestic heat furnace burning a raw 

biomass with high efficience is possible for example 

wood pellets furnaces are popularly used in onefamily 

houses. These kind of  combustion occure, because the 

furnaces are specific adapted. The calorific value of 

wood pellets is near 19 MJ/kg which is compare to coal. 

Wood pellets are assembled for example numerous  

from energy willow or other kinds of waste wood and 

preparing the pellets form reqires energy addition. 

 

In this paper I demonstrate two ways of  burning 

biomass: combustion and co-combustion. I try to show 

that selecting the way of burning is depended by size of 

furnace. 

 

 
I.  INTRODUCTION 

 

 Today human life is becoming very mobility and 

more comfortable, because it is representative aspect 

of modern civilisation. In different point of view, 

more comfortable life influences on level of energy 

consumption.  We are aware that increase energy 

using  is the main reason of growing the greenhouse 

effect and warming the atmosphere which symptom 

as  the unpredictable  changes in climate. In this issue 

only one effect emission of carbon dioxide and other 

greenhouse gases by the combustion of fossil  is  

predicted. Currently 90% energy which population 

use becomse from fossil supply. It dimishes coal and 

oil amount. From these reasons we require 

alternatives to fossil sources of energy, which can be 

renewable. 

In table I are presented the sources of renewable, 

which were used in Germany in 2007. It shows that 

biomass is the bigest share of renewable energy and it 

amounts 48,6%, where 37.9% was used as a source 

for heating and 10.7% for producing  the electricity. 

 

 
TABLE I 

SHARE OF RENEWABLE ENERGY CONSUMPTION IN 

GERMANY 2007 
 

Nr. Groups of renewable energy 
sources 

Share 
% 

1. Biomass (heating) 37.9 

2. Biomass (electricity) 10.7 

3. Biofuels  20.0 

4. Hydropower 9.3 

5. Wind energy 17.8 

6. Solarthermal energy 1.7 

7. Geothermal energy 1.0 

8. Photovoltaic energy 1.7 

 

 

Potencial of using biomass as a source of  energy is  

huge compare to the other kind of  renewable fuels. 

The second  improtant subject of debate is race of 

energy, which can be produced from biomass. The 

most share is heating and electricity and these are 

most usefull in today’s life.  In oder to produce 

heating or electricity from biomass it is necaessary to 

use the burning process, which converts chemical 

capacity of biomass  to thermally kind of energy. 

Biomass could be burn as a main fuel which is  

considered as a combustion or the alternative  is co-

combustion where biomass is only added as a share to  

fossil fuel for example in 10% amount. 
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II.  BIOMASS 

 

Biomass is regarded as material of organic origin. In 

this group count not only plants but also animals 

excrements, plant components, paper, cleulose, 

organic waste and vegetable oil.  

There is a lot of method to use these various organic 

materials as a source of energy. In some technical 

solutions raw biomass can be turn into liquid or 

gaseous form before converting to other kind of 

energy.  Raw organic materials can be burn in furnace 

to prepare heat. The second way is use the 

fermantation process by anaerobic digester to yield 

biogas, which can be latter burn. Third variant is 

using thermochemical gasification to convert biomass 

into synthetic gas. But  this paper focused only on 

aspects of combustion and co-combustion.  

 

A. Sources of biomass 

 

 Important source of biomass is the forestry. For 

example in Germany  80% of timber, which is annual  

growth become felled and used. Felling and preparing 

timber consequence in a big amount of waste timber, 

which left in the forest. Timber waste is no useful as a 

construction timber or for celulose production, so it is 

adequante oppotunity to use it as a biomass for 

energy production. 

 Second source of biomass is agriculture. 

Currently for production the same amount of food 

farmers need less and less land. From this reason 

cultivation of energy crops can increase and in the 

future it could be great energy potential. Today the 

residues materials like a straw are used prevalent and 

are converted for heat in specific furnance. Also the 

fast growing groups of trees and grass are tested to 

increase these efficiency, because in the future these 

could be the main sources of biomas. Production 

energy crops and plants by farmers becoming greater 

because using new method of cutivation being 

economically. 

 Third source of biomas is food industry. For 

example in process of preparing fruits or vegetables 

produce a lot of green waste, wchich  can be used as a 

biomass. But the bigest disadvantage of using this 

kind of biomass is large amount of moisture. Before 

using green waste as a fuel for furnace, it should be 

dry or mixing with other king of organic materials, 

which contain less amount of water. 

 

 

 

 

 

 

 

 

 

 

 

B. Porcess of growing biomass and carbon dioxide 

neutral. 

 

 The basic of plants growing reason is the 

photosynthesis occurence. In this reaction carbon 

dioxide with water are transfrometed into oxygen and 

carbohydrates. The oxygen is released into 

environment. The main force of photosynthesis is 

solar energy. The main conclusion could be that for 

the fact of being the sun  is possible to use biomass. 

The efficiency of producing biomad is depended on 

naturaly differences as the soil and climate 

opportunieties. It is calculated  [1] that every year in 

the World is growing 400 milion tones of biomass. 

This amount of material contains 3000⋅10
18

 J  of 

energy. For example human use every year about 

400⋅10
18

J, where only 45⋅10
18

 J is producing from 

biomass. These numbers shows that in the future 

biomass could be use more intensively as a source of 

energy. 

 The carbon dioxide aspect in growing plants is 

important role, because it is fixed by plants, which are 

called as a carbon dioxide sink. This phenomenon 

influences on earth’s climate balance. Also raw fossil 

materials are carbon dioxide sink, but fixing  existed 

milions years before. Now the raw fossil contain large 

amount of carbon and these are easy used as a fuels in 

combustion process. Comnining carbon with oxygen 

produces carbon dioxide which is main reason of 

greenhouse effect. 

 Nature biomass growing and using as a source of 

energy make that the concentration of carbon dioxide 

is constant and the cycle is closed, but when the fossil 

are used  carbon dioxide concentration rise. 

 

 
TABLE II 

AMOUNTS OF CO2 EMISSIONS DEPENDING ON THE 

ENERRY SOURCE 
 

 

Energy source 

CO2 

emission 
(kg/MWh) 

Annual CO2 

emission 
(kg/a) 

CO2 savings 

compared 
with fuel oil 

(kg/a) 

Fuel oil 342 5472 0 

Natural gas 228 3648 1824=33% 

Wood pellets 68 1088 4384=80% 

Firewood 8.8 141 5331=97% 
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III CO-COMBUSTION BIOMASS 

 

 

 In huge powerplants, where using power coal as 

a basic fuel is common, because from the energy 

poiny of view, coal characterises two features: 

effortlessness to purchase and the calorific value is 

very high level such as 22 MJ⋅kg
-1

. Compare biomass 

to power coal the calorific value is half lower. Second 

important issue is fuel feed system, which was 

designed and adapted only for fossil coal. Replacing 

whole of fuel feed system requires a huge amount of 

capital expenditure and it is unfounded from 

economical point of view. The third issue is problem 

with adapting the steam boilers to new fuel such as 

biomass. Majority of steam boilers, which are using 

in huge power plants are adjusted to coal dust. Coal 

dust is fed to steam boiler as a powder after milling 

process. Granularity of the fossil dust is depended on 

standards of quality and for example in polish power 

plant industry are using  coal dust where R90 value is 

30% and R200 is about 3%. It means that for biomass 

obtaining similar value of granularity is not possible. 

Another problem with biomass is level of moisture, 

which is double compare to coal. Bigger biomass 

particles and high value of moisture need longer time 

of burning in boiler combustion chamber compare to 

coal dust. Different is also the bulk density of 

biomass because the value is only 0.25-0.30 kg⋅m
3
, 

wchich is very low compare to coal powder.  Another 

physical properties, temperatue of burning and 

amount of ash reason that the furnaces should be 

fixed apart to different kind of biomass. During  

designing  process of co-combustion biomass with 

coal is important to consider the share of added 

biomass, because it influences directly on parameters 

of  working the steam boiler such as: steam 

temerature, exhaust temperature, amount and 

chemical composition of ash or burning waste and 

slaging the heating surface, which operating 

conditions is important from heating change point of 

view.  Basing on the results of research [1]  co-

combustion the biomass, showed that the influence 

share of biomass does not increase emission of  

nitrogen oxides (NOx) , sulphur oxides (SOx) and 

carbon oxides.  For a variety of biomass only adding 

a rape straw increases contents of  sulphur oxides ( 

SOx) in exhaust gases. Besides adding the biomass to 

major fuels does not influence on slag and ash  

properties. Experiments [1] allow for proof that only 

addind straw changes rheology properties of slag, 

because especially the corn straw contains high 

quantity of chlorine. Content chlorine in fuels increas 

the flow ability of slag which is negativ phenomenon, 

bacause when the opportunity of slag to flow is 

higher, it consecuences of  becoming overgrown the 

heater surface by slag. When the layer of slag 

increase on the boiler’s surface, it will decrease the 

heat exchange between exthaus gas and  working 

medium, such as water or steam, because slag 

cahracterises high heat resistance. For example when 

the heat is exchanging  in the way of conduction the 

efficiency is defined by Furrier’s law, which is 

describes by equation (1): 

 

 TA
l

Q ∆⋅⋅=
λ

 [1] 

where Q is the heat flux, W; λ the thermal 

conductivity, W⋅(m
2
K)

-1
; l the thickness of layer heat 

exchange, m; A the heat exchange surphase, m
2
; ∆T 

the temperature difference, K. 

 Basic on the equation (1) is able to conclude that 

for the material such as slag, the thermal conductivity 

is less, so  when layer of slag become higher, the heat 

flux decrease. 

 In huge power plants when the mainly fuel is 

coal, the overall efficency of thermal power plant 

cycle is about 27-36% and the energy consumption is 

about 9-13.7 MJ/kWh. When the clear biomass is 

burning in the same steam bioler the efficiency of 

thermal cycle  becomes lower than before and is 

about 18-27% and the energy consumption is higher 

compare to clear fossil and is about 13.7- 21.1 

MJ/kWh [2].  The differtent between coal and 

biomass efficiency of thermal cycle cause of moisture 

value of biomass [1].Tests in power plants proofed 

that co-combustion becomes most efiiciency way to 

use biomass by steam boiler. When the share of 

added biomass is about 7-10% the boiler efficiency is 

lower only 1% compare to clear coal dust. 

 In thermal-electric power station of Gorzów the 

influence of added biomass to steam boiler type OP-

140 was researched by [1]. The purposes of 

investigation was to find the most efficience share 

value for energetic willow, which is added as a 

biomass to  coal dust. In thermal-electric power plant 

30% of energy production is converting into electra 

energy form and about 42% converting  into thermal 

form ( as hot water and technology steam).   

As a alternative fuel added to coal is energetic 

willow, because the opportunity of access huge 

amount of this kind of biomass is highest compare to 

other, because  the consumption biomass in power 

plant achives high value.  The local market is possible 

to deliver enough amount of willow’s timber, this fact 

becomes willow timber the most attractive as a 

biomass. Calorific value of energetic willow is 

comparable to  other kind of  timber and it  is about 

10 MJ/kg.  Moisture contents in raw willow’s timber 

determine about 45%. Based on assumption, the 

maximum of  moisture contecnts should be such as 

30%, from this reason before adding, the willow has 

to by dryed. The chemical compopsition of willow is 

similar to other timber is presented in table III [1] 

compare to coal fuel. 

Costs of  production the raw willow’s timber is about 

10 $/t, after  milling and drying the total costs 

bacomes about 20 $/t, which is still profitable. 
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TABLE III 

CHEMICAL AND THERMAL PROPERTIES OF COAL AND 

BIOMASS 
 
 Coal dust 

 

Biomass 

C 57.39 [%] 35 [%] 

H 3.726 [%] 7 [%] 

O 6.012 [%] 23.03 [%] 

N 0.893 [%] 1.4 [%] 

S 0.63 [%] 0.07 [%] 

Volatile matter 26 [%] 80 [%] 

Calofific value 22,4 [MJ/kg] 13.5 [MJ/kg] 

 

 

 Analysis co-combustion willow’s timber in steam 

boiler OP-140 showed that process of burning two 

types of fuel together is more beneficial than burning 

coal and timber apart, because coal stabilizes burning 

process, which allows to use biomass with variable 

contents of moisture. Whereas added biomass 

dimishes emission powders, ashes and gases such as 

NOx and SOx. Timber contains less incombustible 

parts than coal. The value is about 0.5-3% for timber 

and almost 12% for coal. When fuel characterises 

high value of incombustible parts, it causes that  

exhaust gas contests fixed higher value of powder and 

ashes.  Timber includes only 0.3% of nitrogen, which 

is two times less compare to coal. Contents of sulphur 

is near 0.05% where for coal it becomes 0.8%. 

In  thermal electric power station biomas is added to 

coal before milling process. The tests [1], which was 

realized by coal pulverizer type fan   MWk-16, 

showed that the degree of share added biomas till 

30% does not influence in negative way on working 

of coal pulverizer. Blending biomass with coal on 

coal store before milling decrease the operating costs, 

because this solution does not need install special 

kind of feed system for adding the biomass. During 

milling coals ad biomass together taked place not 

only milling and mixing but also drying the biomass, 

which is profitable. 

During burning process mixed coal with biomass in 

steam boiler type OP-140 the temperature of exhaust 

charactrizes almost constant value. The analysis of 

working the combustion chamber showed that adding 

biomass to coal in value about 10 % does not 

influence in negative way on work parameters. 

Process of co-combustion biomass with coal  share in 

range about 7-12% does not change the parameters of 

steam boiler and the work efficiency is comaparable 

when the same boiler works based only on  coal fuel. 

 

 

 

 

 

 

 

 

 

IV CONBUSTION BIOMASS IN SMAL-SCALE 

BOILERS 

 

 Biomass contains less energy in proportion to 

their weight compare to raw fossil materials, from 

this reason it is better to use them  where they occure. 

Heat and electric energy can be produced in small or 

medium plants which are decentralized. These kind of 

boilers are used in blocks, flats, schools, swimming 

pools or lockal heating networks. The small heat 

plants which are supplied by biomass can attain 

power of beteen 500 kW to 30 MW. They mostly use 

woodchips from thinningor wood pellets from 

industry.These kind of materials are cheep and ensure  

as a alternative fuel, because many municipalities use 

woodchips from their own woodland.  

For example in rural areas there are more and more 

used smal-scale household biomass boilers supplied 

with biomass. These kind of burners are generaly 

instaled for log and pellets. They get more benefits, 

because for example pellet boilers run fully 

automaticly.  

 Log boilers can attain heat capacity from five to 

several hundred kilowatts. The disadvantage of log 

burners is that the wood has to be put into furnace 

still by hand. The combustion is very efficient and 

cleaner, because a lot of them fixed lambda probe, 

which controll there is enough oxygen for completly 

burning process and less air polution such as carbon 

monoxide.  

 Pellets are in pressed form object 6 or 8 mm 

thick and about 10 to 30 mm long. Pellets calorific 

value is about 18 MJ/kg ( 2 kg of pellets are eqivalent 

of 1 litre of oil fuel). They are also very easy to 

transport and  take up less space to storage. Pellet 

boiler are equiped with screw conveyor anf fan, 

which can adjust the lewel of required heat. 
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Abstract- Large wind turbines are often equipped with 
Doubly Fed Induction Generator -DFIG-.  

Today the penetration level of wind power on the 
network is high. The power system stability defined as the 
ability of the system, for given initial operation condition, 
to regain a normal state of equilibrium after being 
subjected to a disturbance is the major problem. 

In numerous papers the stability problems are pointed 
out and there are also many papers describing control 
strategies for wind turbine equipped with DFIG. 

In this paper we study dynamic behavior of the DFIG 
during voltage sag. Also we study the ability of the Control 
to remind the stability of the system. 

 

I. INTRODUCTION 

Wind energy is one of the most important and promising 
sources of renewable energy due to its clean character and free 
availability. Many variable speed winds turbines have been 
used with induction generator, permanent magnet and 
eventually switched reluctance generators. Nowadays the 
market is oriented on the design of high power wind generation 
systems based on multi-pole synchronous machine or doubly 
fed induction generators (DFIG).  

Power system stability has been recognized as an important 
problem for secure system operation [1]. The pining of the 
market of electricity obligates us to make production of the 
generators near their physical limits, for economic reason. It is 
thus necessary to evaluate these limits, in particular the risk of 
instability of network voltage. 

 Different control strategies for such kind of generator have 
been proposed for active and reactive power control or voltage 
and frequency control. Direct field oriented control for active 
and reactive powers is presented in [2], [3].  

In the proposed paper we present the control of the Active 
and reactive Powers by sliding mode. The system has the 
ability for simultaneous maximum wind power generation for 
large speed range of operation and achieves soft and fast 
synchronization to the grid. Power converters and associated 
control strategies are simulated using Simulink. 

Some simulation results are presented to validate the 
theoretical analysis and to show the behaviour and 
performances of the proposed structure for power control. 
 

 
Figure.1. Representation of DFIG-based wind turbine 

 

II. DESCRIPTION OF THE STUDIED SYSTEM 

The basic configuration of the whole system is presented in 
Fig. 1. The rotor of DFIG is connected to the grid through two 
back to back bridge converters. The grid side converter (GSC) 
is used to control the DC-link voltage and to keep it constant 
regardless to the magnitude and direction of the rotor power.  

The DFIG is controlled by the rotor side in order to generate 
the optimal active power depending on the wind speed and 
turbine characteristics. 

 
III. GRID SIDE CONVERTER CONTROL 

 The role of the grid side converter is to keep the DC-link 
voltage constant regardless to the magnitude and direction of 
the rotor power. A vector control approach is used, allowing 
independent control of the active and reactive powers flowing 
between the supply and the GSC. 

Fig.2 shows a simplified representation of the grid connected 
converter. AC-side series inductances accounts for transformer 
leakage reactance, and series resistances represents inverter and 
transformer conduction losses 
The model of the system is given by the following equation: 
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With the Park transformation, the equation system of the 

GSC is given by: 
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The direct axis current is used to regulate the reactive power 

and the quadratic axis current is used to regulate the DC-link 
voltage. The reference frame is considered oriented along the 
stator voltage vector 

This method gives possibility to realise independent control 
of the active and reactive power between the GSC and the 
supply side. 

The voltage components in park frame are given at the 
output of the PI regulator. The voltage source components and 
the powers can be written as: 

0=dv , Vvq =  

qq ivP =  and dq ivQ =                     (3)                                                
By neglecting converter losses, we have: 
 

qqdcdc iviv =       ,    mdc
dc ii

dt

dv
C −=          (4)                                            

m
dc

dc PP
dt

dv
Cv −=                              (5)  

                                                  
Based on the above relations, the GSC control diagram can be 
easily deduced as presented in Fig.2 
 

 
Figure.2. Blocks diagram of the Grid side converter control. 

 

III.  SLIDING MODE CONTROL 

We will use the sliding Mode Control to control the rotor 
currents of the DFIG. The goal is to have a more stability in a 
disturbance cases then the PI regulators.we write the Park 
model of the DFIG [4] :                 
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By neglecting the stator resistance of the stator we can write: 
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The general model of the machine is given by: 
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The state model is put in the following form:  

.

dqX =f(x,t)+g(x,t)U                          (11) 
 With:    
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The slip surfaces in the Park reference are defined to control 

the rotor currents. 
 They are given by the following equations [5]: 
 

( )
( )

d drref dr

q qrref qr

I I

I I

σ λ
σ λ

= −
 = −

                          (12) 

 
Where drV  and qrV  are the two control vectors of, they force 

the trajectory of the system to converge towards 
surfaces 0=dqσ . 

 The vector eqdqU  is obtained by imposing 0=dqσ    
    

          0),(),( =+ dqVtxgtxf                        (13) 
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The Fig. 3 presents the global diagram for the DFIG with 
sliding mode control. 

 
V. SIMULATION RESULTS 

In this section we present the simulation results of the system 
(Fig.1). The rotor voltage the stator voltage, the speed and the  

powers are keeping at their nominal values.   

Figure.3. Sliding mode control of the DFIG                                                                                            

 

powers are keeping at their nominal values.   
The DFIG used has a nominal power of 20kw. 
We make a voltage sag of 50% during 200 ms (Between 
t=0,45s and t=0,65s). 

The results in the Fig.4 (figures of the currents, powers and 
the torque) prove the validity of proposed model, and the good 
stability of the system. 

 
-a-                          

 
-b- 

 
-c- 
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-d- 

 
-e- 

 
Figure.4. Dynamic behaviour of the DFIG during Voltage sag of 50 % 

a- Stator Current, b- Rotor current 
c- Active Power. d- Reactive Power. e- Torque 

 
VI. CONCLUSION 

 In this paper a doubly fed induction generator connected to 
the grid was presented.  

The aim of the paper was to develop the decoupled d-q 
vector control technique of DFIG supply by a back-to-back 
PWM converter in the rotor side. The control strategy contains 
two control levels: DFIG control level (control of active and 
reactive power using sliding mode approach) and the control of 
the grid side converter. 

The mathematical model of the system (DFIG-Converters-
Grid) has been implemented in MATLAB & Simulink.  
The main goal of the grid side converter control is to keep the 
dc-link voltage constant by balancing the real power on the 
machine side and on the grid side converter, and to compensate 
reactive power of the DFIG to get the unity power factor. 

The control system is applied to the rotating reference frame 
fixed on the gap flux of the generator. It has been proved that 
this control system can control the active and reactive power 
independently and stably. 

The simulation results show that we can make decoupling 
between active and reactive power and in the same time have a 
good stability in a case of voltage sag.  

Also, the DC-link voltage was kept constant to the reference 
value. The torque has the same dynamic like the active power.  

 
 

 
NOMENCLATURE 

J , frC  : Inertia and viscous friction 

Ω :  Mechanical speed 

turbineΩ :  the turbine angular frequency 

dV , qV , dI , qI  stator and rotor Voltages, currents                                    

dsΦ , qsΦ , drΦ , qrΦ :  Two-phase stator and rotor flux 

dsi , qsi , dri , qri Two-phase stator and rotor currents 

dmsI , qmsI Two-phase measured rotor currents 

rC , eC Prime mover and electromagnetic torque 

sR , rR : Per phase stator and rotor resistance 

M : Magnetising inductance 

sL , rL : Total cyclic stator and rotor inductances 

rs ωω , : Pulsation  

g : Generator slip  

di , qi  Two-phase grid side converter currents 

dv , qv  Two-phase network voltages 

dcv , dci : Dc-bus voltage and current delivered by the grid side converter  

P , Q  : Active power delivered by the grid side converter and  

mi , mP : Current and Active power delivered to the rotor side converter 

C : Capacitance of the DC–ink 

R , L Resistance and Inductance of the grid   

sP , rP : Stator active power and rotor active power 

sQ rQ : Stator reactive power and rotor reactive power 

dsv , qsv , drv , qrv :Two-phase stator and rot 
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Abstract— Heffron-Philips model has had great popularity to 
simulate mono or multi machine power systems. Since the stability of 
this model is related to operating point of synchronous generator(s), 
many efforts have been made in research papers to design robust and 
reliable controllers to ensure the stability of the system. A typical 
mono-machine power system is presented in this paper to make a 
comparison between behaviors of traditional power system stabilizer 
and LQR based pss. Characteristics and fundamental concepts of 
each controller are stated. At the termination of the paper, Sliding 
Mode method has been engaged so that the power system can be 
stable in uncertain condition. The results of LQR base and sliding 
mode based PSSs have been compared under uncertainty. 

 
Keywords— Heffron-Philips model, pss, stability, LQR. 

I. INTRODUCTION 
Connecting small generation and distribution systems 

together makes better stability against small disturbances but 
when a serious problem occurred for one of the connected 
systems, it also affects the others. These connections have 
been done between even different countries for economic 
reasons. Modern power systems have many characteristics 
such as far distances of consumption from generation 
declining the power system stability. In order to provide 
stability for such modern systems, different control systems 
have been designed and applied in power plants and power 
transmission lines. Drum level control, Governor, and 
Automatic Voltage Regulator are such control systems which 
are applied in power plants. Governor and AVR have bound 
capability to damp transient state oscillations. Therefore 
another control system called power system stabilizer, pss, is 
applied to improve the stability. This additional loop can be 
applied for both governor and AVR control loops. Applying 
pss to governor makes many quick variations in the position of 
mechanical fuel gate making it injured. Hence it is 
recommended to apply pss to AVR controller [1]. 

Static Var Compensator, SVC, synchronous condenser, tap 
changer, and FACTS devices are control systems in power 
transmission lines. 

To simulate and control a generator, it is important to have 
a model. State space model is a well-known for this aim. The 
complete model for a synchronous machine has 7 orders. It is 
efficient to reduce the degree of the system as well as 
linearization in order to simplify the model. Heffron-Philips 

model is such a linear model with 3 orders. This model is 
considered to apply controllers in this paper. 

II. CASE STUDY 

Figure 1. The power system anticipated as case study 
 

Figure (1) indicates a power system as our case study. It 
includes a power plant comprising four same units. The power 
plant is connected to a transmission line by a transformer. The 
line conveys the power to an infinitive bus. 

Electrical parameters presented on table (1) are pertaining 
to normal regime operation of the system [1]. The values are 
in per unit system. 

 
Table 1. Initial values for the power system 

Generator constants H=3.5, D=0.5, T'do=8.0 
Xd=1.81, Xq=1.76, X'd=0.3 

Exciter constants KA=10 

Line and transformer 
constants 

XL1=0.5, XL2=0.93, 
XT=0.15 

Electrical parameters P=0.9, Q=0.3, Vt=1.0<36o

VB=0.995<0o

III. HEFFRON-PHILIPS MODEL 
Heffron-Philips model for generator is linear model with 3 

degrees in state space. Figure (2) shows this model with AVR 
loop. 

The state space matrices corresponding to the presented 
model in Figure (2) can be formulated as equation (1). 

Where [x1 x2 x3] = [ω δ e'q] and [u1 u2] =[TM uE]. 
It is easy to calculate all the parameters of equation (1) by 

using table (1). 
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Figure 2. Heffron-Philips model with the AVR controller 
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IV. PSS CONTROL LOOP 
Suppose a condition in which the second transmission line 

is removed under a fault [1]. The aim is to study rotor's speed 
oscillations and apply a pss to improve the stability resulting 
in decrement of speed deviations around the steady state 
value. Steady state values in such a condition can be 
calculated as equation (2). 

395.2,13.79

)2(4518.0,8432.0
7298.0,6836.0
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==

fdoo

qodo

qodo

E
II
VV

δ
Using these values, coefficients k1 through k6 have below 
values. 
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Input signal of pss is speed of rotor and the output is a 
bounded voltage adding to the generator excitation. A block 
diagram for a regular pss is indicated in figure (3). 

Figure 3. Block diagram of a regular pss 

The response of speed deviations of the rotor after 
removing the second line with and without pss loop is shown 
in figure (4). 

Figure 4. Speed deviations of rotor with and without presence of 
pss after the fault 

Moreover, responses of power angle and deviations of 
terminal voltage of generator with and without pss can be seen 
in figure (5) and figure (6) respectively. 

Figure 5. Power angle without and with presence of pss after the 
fault 

 

Figure 6. Terminal voltage of the generator with and without 
presence of pss after the fault 
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It is proved from figures (4), (5), and (6) that pss has been 
able to improve stability of the system actually by shifting the 
eigen values of the matrix A of state space equations to the left 
areas of s-plane. Since stability concept for a generator and 
related equipments is angular stability of a power system, you 
can say that pss extends the angular stability limits of a power 
system. However, pss can exacerbate instabilities of a power 
system. It is reasonable because pss is designed to operate 
around an operating point so it can improve the stability under 
small disturbances. However, when a large fault occurred, pss 
can lose synchronism of the generator by providing surplus 
excitation field. In addition, you may think of tuning a pss to 
extend more the angular stability but there is indeed a 
limitation to tune the parameters of pss since its output voltage 
reaches to saturation levels determined by the actual 
limitations. If the parameters of pss were selected in a way to 
have small amplitudes in state variables, the output voltage of 
pss becomes larger. On the other hand if they were designed in 
order to have small output voltage of pss, the amplitudes of 
state variables become larger. Therefore a compromise should 
be employed. 

V. LQR BASED STATE FEEDBACK 
Closed loop poles of a linear control system can be 

emplaced in desired places of s-plane using state feedback and 
observer control system design. Also its poles can be chosen 
by choosing appropriate observer gain. Response speed and 
estimation error dynamics can be defined by choosing closed 
loop poles. However, optimal selection of closed loop poles is 
really hard for industrial systems and real processes. Albeit an 
unstable system can be stabilized by applying states 
feedbacks, but linear optimal control systems should be 
engaged for below reasons. 

The first reason is that it is hard to find appropriate closed 
loop poles in which the desired behavior of the system is 
satisfied. Selecting closed loop pole with great negative real 
parts makes the dynamic response of the system to be quick 
while the control effort to be greater than permissible levels. If 
selection of the closed loop poles makes saturation of control 
signals, dynamic behavior of the system will not be as same as 
the desired behavior even it may become unstable. 

The second reason is noise which specially occurs in the 
systems with high gains. 

Therefore optimal selection of closed loop poles will lead 
to a trade-off between speed of dynamic response and control 
effort. 

Suppose the linear system in state space given by equation 
(4). 
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The purpose is to stabilize the system so that all the state 
variables become zero by any initial value in maximum speed. 
There are many criteria to do that. Quadratic integral equation 
is a well-known such a criterion [2]. 
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Where Q is a non-negative definite matrix which is called 
weighting matrix. On the other hand, R is a positive definite 
weighting matrix. Selection of values of these matrixes 
determines the dynamic speed of the controller as well as 
amplitudes of state variables and control signals. For example 
if R is selected small while Q is selected large, more stability 
will be attained with large control efforts. 

Solving an optimal control problem means finding a u(t) 
by which equation (5) is minimized. Linear Quadratic 
Regulator, LQR, can solve this problem [2] (see equation (6)). 
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After calculating X from algebraic equation (6), k and u can 
be calculated from equations (7). 
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Indeed, LQR is an optimal pole assignment and integral J 
defines circumstance of assigning closed loop poles as an 
optimizing criterion. 

 For our case study R and Q matrixes have been selected as 
equations (8). 

It has been tried to have small control effort and equal 
importance to the state variables. It is important to note that 
there will be guarantied gain and phase margins by LQR. In 
fact it is not required to verify stability of the system after 
designing state feedback by LQR because it must be stable. 
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VI. OBSERVER DESIGN 
If A and C matrixes were observable in equation (4), then 

the observer can be designed as equation (9) [3]. 

)9()ˆ(ˆˆ yxCLBuxAx −++=
•

Where x̂ denotes estimations of states x. xxx −= ˆ is 
estimation error and it should reach to zero. x can satisfy 
equation (10). 
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Behavior of estimation error is related on the eigen values of 
matrix A+LC. For the mentioned case study L has been 
selected in a way to have -2, -5, and -11 as eigen values of 
A+LC (equation (11)). 

L= [1696   -17.2   -2039.9]                                             (11) 

VII. LQR BASED POWER SYSTEM STABILIZER 
The designed observer estimates all the three state 

variables. Then the estimated states are fed to the inputs by k 
which is designed using LQR. 

Simulation results prove that state variables have 
significantly smaller amplitudes than those of pss while 
having small control signals too. Figure (7) indicates the speed 
deviations while figure (8) and figure (9) indicate the control 
signals. It can be found from figure (7) that LQR based pss has 
significant stabilizing characteristics in comparison with the 
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traditional pss. Also figure (8) and figure (9) prove that control 
signals are much less in LQR based pss than the traditional 
one. 

Figure 7. Comparison of speed deviation in LQR based pss and 
regular pss 

Figure 8. First control signal comparison between the two 
controllers 

 

Figure 9. Second control signal comparison between the two 
controllers 

Figure 10. speed deviations of both controller after the heavy 
fault 

 

Figure 11. First control signal of the LQR base controller after 
the heavy fault 

 

Figure 12. Second control signal of the LQR base controller after 
the heavy fault 

Another simulation has been made to ensure that the LQR 
based pss has a good reliability. It has been supposed that a 
three phase short circuit at the received end of the second line 
has been occurred without removing the line. Figure (10) 
indicates speed variations of both controllers at the same 
condition. LQR based controller is still stable while traditional 
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pss is unable to stabilize the power system. This result proves 
the extent gain and phase margins of the LQR solution. Figure 
(11) and figure (12) indicate that the LQR based controller is 
subjected to have greater control effort to remain stable. 

VIII. SLIDING MODE BASED POWER SYSTEM STABILIZER 
Reference [4] has proposed sliding mode to design a 

controller in order to have robust state covariance assignment. 
This method is briefly illustrated and is employed to have a 
robust controller for the stability problem of this paper. 

The main aim of this controller is to reach the answer 
paths, trajectories, to a surface. Then the state variables should 
be tended to asymptotic stability through this surface. To 
achieve this aim the surface should be made attractive so that 
it can attract the paths. Hence the controller should be 
designed to tend the paths to the surface. The controller should 
have switching ability to keep the path by which the state 
variables have been reached to the desired surface. Different 
surfaces and control rules can be determined regarding the 
system model and control desires. This paper has engaged the 
proposed method in [4] to determine the plane.  

Let plane S to be as (11). 
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Where 1
1 )](...)(...)([)( ×ℜ∈= mT

mi tStStStS , C and G 
are constant matrices to be design, C is chosen such that CB is 
nonsingular, and G is the control feedback gain matrix which 
should be determined so that the state variables can fit the 
requirement in the sliding mode [4]. Equation (12) is attained 
by derivative of (11). 

)12()( CBGxCButS −=
•

Note that CD=0. In the sliding mode the states 

satisfy 0=
•

S , then we get the equivalent control as follows 
ueq (t) =Gx(t). Equation (13) can be attained for dynamic 
sliding mode by replacing this input into system equation. 

)13()( xBGAx +=
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If u(t) is anticipated as (14) in which Ak ∆> , α is a 
positive constant, 

T
m tStStS ))](sgn(...))([sgn())(sgn( 1= , and x denotes 

second norm of x, then the state of the system will converge  
to the sliding mode surface s(t)=0 with probability. We have 

chosen   1,
010
100

=







= αC and k=1 so that CD=0 and CB is 

nonsingular. Eventually G is selected so that the eigen values 
of A+BG are {-3, -6± 5i}. 

Let compare responses of certain models of LQR and 
sliding mode. Figure (13) represents the response of LQR 
based pss and Figure (14) is the response of sliding mode 
controller. It is proved from these figures that both controllers 
provide good stability condition for the power system however 
the amplitude of speed deviations in sliding mode is less than 
that of LQR controller. 

Figures (15), and (16) present the speed deviations in LQR 
and sliding mode methods respectively under uncertain model. 
These results prove that the sliding mode controller is robust 
since even under uncertain model it has been successful to 
tend the state variables to the surface S. Moreover, Figures 
(17), and (18) denote the first and second control efforts of 
both controller. 

Figure 13. Speed deviations response of LGR based pss in certain 
model 

Figure 14. Speed deviations response of sliding mode based pss 
in certain model 

Figure 15. Speed deviations response of LQR based pss in 
uncertain model 
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Figure 16. Speed deviations response of sliding mode based pss 
in uncertain model 

Figure 17. First and second control signals of LQR based pss in 
uncertain model 

Figure 18. First and second control signals of sliding mode based 
pss in uncertain model 

IX. CONCLUSION 
Fundamental theory of regular pss, LQR based state 

feedback, observer, LQR based pss, and eventually sliding 
mode based pss were presented in the paper. Simulation 
results for a case study including regular pss and LQR based 
one were presented separately after removing a transmission 
line from service. LQR based pss yielded better stabilizing 
parameters while smaller control efforts than the regular pss. 
Moreover, after applying a heavy fault the regular pss got 

unstable while the LQR based pss was able to stabilize the 
power system although the control efforts were increased 
significantly. This phenomenon can prove the extent gain and 
phase margins of LQR based state feedback. Therefore a 
designer can apply LQR to design a power system stabilizer 
with good gain and phase margins without any worry about 
control signals since LQR can compromise between values of 
state variables and control efforts. At the last section, slide 
mode controller, which supposes to be robust, applied to the 
power system to pole placement. In certain model the results 
of both LQR and sliding mode were stable and acceptable 
taking it into consideration that the state variables have 
smaller magnitudes in the case of sliding mode controller. 
Under uncertainty, it was found that LQR controller which is 
not a robust controller became unstable while sliding mode 
controller was able to remain stable proving its robustness.  
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ABSTRACT

Using the direct space SUN – RAY energy, the proposed solar 
energy  power  system  is  to  links  up  Industrial  to  Domestic 
usage (I2D) such that  each nations can identify an effective 
power generation, which brings development to a developing 
nation and also stability to the develop nation in every facet of 
her  economy.  This  paper  highlights  the  opportunities  for 
sustaining the developed nations and the developing nations in 
the implementation of Renewable Energy Sources by taking 
the  Free  Gift  of  Nature  (FGN)  sun,  details  some  possible 
architectural  configuration  and  infrastructural  requirements. 
Concerns  over  global  warming are  causing shifts  in  energy 
policy and energy sourcing around the world.   Citizens and 
governments  are  carefully  weighing  their  impacts  on  the 
environment;  many  begin  to  convert  to  clean  renewable 
energy sources.  The European countries are leaders amongst 
the continents of the world, as well as a nest for the minds of 
young independent thinkers and countries.  Exploration of the 
renewable  energy  options  will  allow  any  country  to 
understand  its  potential  for  reducing  its  impact  on  global 
warming, such that it can weigh the costs of Climate Change 
with  those  of  upfront  economic  investment  in  renewable 
energy.   

Categories and Subject Descriptors
[Energy  Applications]: Resource  Potential  –  Investors, 
Industrial to Domestic (I2D).

General Terms
Management, Documentation, Generation, Transmission

Keywords
Solar Energy, Free Gift of Nature (sun), Power Generation, 
Transmission, Environmental and Economic Importance of 
Solar Energy to Industrial and Domestic use. 

1. INTRODUCTION

The  study  of  renewable  energy  sources  has  been  of  global 
concern to the world, and has led many institutions like the 
European  Commission  and  others  to  undertake  research  on 
sustainable  approach  to  meet  the  challenges  of  sustainable 
energy generation. Renewable energy is a clean energy system 

that  has  no  effect  during  or  after  generation  on  the 
environment  and  which  this  has  led  to  continuous 
improvement  on  solar  energy  for  a  better  way of  reducing 
green  house  effect  in  the  future.  This  has  also  helped 
developed and developing countries to take full advantage of 
this  free  gift  of  nature  to  promote  ecological  and  social 
innovation  which  will  ensure  more  sustainable  economy 
growth, environmental conservation and social stability.

A  critical  challenge  that  continues  to  constrain  the 
advancement of many developing countries is the prevalence 
of  poverty.  In  spite  of  an  abundance  of  solar  energy  most 
developing  nations,  lack  stable  power  source,  due  to  low 
technology advancement,  poverty,  and poor  management  of 
existence facilities.
It  is widely accepted that access to electricity is essential to 
any  nation’s  economy,  and  is  a  requirement  for  modern 
economic and social development.  Electricity opens the door 
to a host of technologies that promote education, public health, 
and  economic  development,  such  as  emissions-free  light, 
refrigeration, and communication devices.  Without electricity, 
communities  are  unable  to  participate  in  the  benefits  of 
modern advances and are left isolated and literally in the dark. 

The  overall  objective  of  the  solar  energy  power  system  is 
towards a stable power supply for developing and developed 
nations  of  the  world.  Hence,  the  sunlight  that  falls  on  the 
surface of a tropical  country in one day contains more than 
twice of the energy the country can consumes in a year. 

2. SOLAR RESOURCE

Solar resource is a process through which the sun emits energy 
at an extremely large and relatively constant rate, 24 hours per 
day, 365 days per year. Through this process, energy could be 
converted into usable forms on earth; it would be more than 
enough to supply the world’s total energy demand. However, 
there  are  many  effects  of  ionospheric  scintillation  on  the 
environment  that  will  make  the  days  of  the  year  for  solar 
generation not to be effective: firstly, the earth intercepts only 
a small fraction of the energy that leaves the sun; secondly, the 
earth  rotates  such  that  a  collection  device  on  the  earth’s 
surface is exposed to solar energy for only about half of each 
24-hour period; and finally, the conditions in the atmosphere, 
such as clouds and dust,  sometimes significantly reduce the 
amount of solar energy reaching the earth’s surface.
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In  this  survey  Nigeria  will  be  taken  as  a  case  study  for 
reference.
Located  on  the  western  part  of  Africa,  Nigeria  weather 
primarily features a tropical climate where the season is very 
humid and damp. There are two climatic seasons that prevail 
within  Nigeria,  namely  the  wet  and  the  dry  seasons.  The 
weather of Nigeria is generally quite hot throughout the year, 
although there are variations in the climate in certain regions 
within the country. The southern part of Nigeria is relatively 
more humid and damp than the northern part of the country. In 
the southern areas of Nigeria the dry seasons begin from the 
month of November and lasts till  the month of March.  The 
northern regions are much drier in nature in comparison to the 
southern  parts.  The  dry  seasons  begin  from  the  month  of 
October  and last till  the month of April.  There are extreme 
weather conditions in the deserts of Sahara. It is scorching hot 
in the afternoons and freezing cold during the nighttime. 

Fig. 1: Map of Nigeria

2.1  Yearly Irradiation in Nigeria

The following map displays the quantity of energy that  
reached the ground in Nigeria for the whole year. This yearly  
irradiation is expressed in kWh/m². This map is computed 
from observations made by meteorological satellites from 
1985 to 2004. © European Commission 2002-2006 and 
HelioClim-1 copyright Mines ParisTech / Armines 2001-2006.

2.2  Climate of Nigeria 

Climate is the average weather condition of a place over a 
given period of years. It is determined primarily by distance 
from the coast and secondly by evaluation (Bradley 1995). 
The climate of Nigeria is tropical in nature, which is 
occasionally subjected to variations, depending on the rainfall. 
During summers, major portion of the country comes under 
the influence of moisture-laden tropical maritime air. 
Temperatures are high throughout the year, averaging from 
25° to 28°C. In the higher elevations of the Jos Plateau north 
central area of Nigeria, temperature is at an average of 22°C. 
Northern Nigeria experiences greater temperature extremes 
than the south. Rainfall varies widely over short distances 
from year to year. Nigeria’s electrical energy consumption in 
the year 2001 is 15 × 106 KWh and the tropic of cancer. It’s 
climate varies from tropical to subtropical. There are two 
major seasons; the dry season lasting from October to March 
and rainy season lasting from April to October. In the north, it 
is hot and dry, rainy season extends between April and 
September. In the south, it is hot and wet season extends 
between March and December. From December to March, 
there is a long dry season (Ojo 2000). Therefore, the 
Temperature range between 320 and 420 humidity is about 
95% (Falade 1995).

3. SOLAR POWER

3.1 What is solar power?

Solar power is produced by photovoltaic, or "PV", solar panels 
and  other  devices  that  capture  the  energy  in  sunlight  and 
convert  it  to  electricity.  This  electricity  can  then  be  fed 
directly to a consumer,  an electric  power grid,  or a  storage 
device.  Typically,  solar  panels  are  installed  on  the  roof  of 
residential or domestic buildings, and use the power generated 
to  meet  the  owner's  energy  needs  and  provide  surplus 
electricity to the grid. Other applications include heating water 
and providing power in areas where electricity connections are 
not available, such as on road signs, cellular phone towers, and 
satellites.

3.2  Environmental and Economical Importance

Solar energy has both the environmental and the economical 
importance to every nation. Hence, the solar power play a key 
role in cost effectiveness of any nations economy, create a 
direct employment of labor force and to foster the 
development of micro – industries.
The most important factor driving solar energy system 
generation process is whether the energy it produces is 
economical. Although there are factors other than economics 
that enter into a decision of when to use solar energy; i.e. no 
pollution, no greenhouse gas generation, security of the energy 
resource etc., design decisions are almost exclusively 
dominated by the ‘level of energy cost’. This similar economic 
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parameter, gives the expected cost of the energy produced by 
the solar energy system, averaged over the lifetime of the 
system.  Hence, solar energy power system is a very clean 
energy that if given financial support by the government and 
industrialist to reduce the cost of implementing the solar 
panels for industrial, commercial and residential consumers to 
afford.

Abundant  Supply: Solar  power  could  meet  today's  total 
electricity demand by PV systems covering only 0.4% of the 
nation in a high-sunlight area such as the Southwest — an area 
about  100  square  miles.  These  panels,  in  reality,  will  be 
installed across the country on roofs and other structures close 
where it is consumed. Technologies such as PV roof shingles, 
windows,  and  flexible  fabrics  that  are  easily  and  cheaply 
integrated into new and existing buildings are emerging.
 
Secure and Stable Supply: Because solar power is generated 
domestically,  often  at  the  site  where  it  will  be  consumed, 
prices  and  supplies  are  immune  to  blackouts,  international 
uncertainty and do not rely on long-distance supply networks. 

Cleaner  Air: Solar  power  does  not  pollute  air  or  water.  It 
replaces electricity generated from facilities powered by coal, 
natural gas and other non-renewable fuels, eliminating threats 
to  public  health  such  as  carbon  monoxide,  particulate,  and 
toxic chemical  emissions from those facilities.  Additionally, 
when  a  solar  power  replaces  electricity  from  a  coal-fired 
power  plant  it  also  eliminates  a  potential  source  of  sulfur 
emissions - a major component of acid rain. 

Reducing Global Warming: Solar power does not produce 
CO2 or any other greenhouse gases, thus helping to reduce the 
risk of climate change.  

4. HOW SOLAR ENERGY WORKS

The solar energy technology is the absorption of sun’s energy 
directly  converted  into  electrical.  Hence,  the  solar 
energy works through the aid of combining solar panel 
which is also known as photovoltaic cells, solar cells 
and solar panels. The solar panel is basically used in 
generating  12Volts  DC  (Direct  Current)  and  the 
number  of  photovoltaic  cells  used  determines  the 
amount of electricity to be generated.

The solar panels absorb sun ray and then convert it to provide 
DC power  to  the  power  center,  where  a  centralized 
battery bank, or individual home batteries are charged. 
The  energy  from the  battery  bank  can  then  be  used 
directly in DC appliances or can be converted to AC 
power  with  an  inverter  for  use  in  standard  AC 
appliances.  The  solar  panels  can  only  work  during 
daylight  hours.  The  solar  production  system 
compliments  each  other  well  because  it  tends  to  be 
windy on cloudy,  rain days  and sunny on calm clear 
days.

5. GENERATION OF SOLAR POWER

Solar  power  generation  directly  converts  solar  energy  into 
electrical  energy  through  a  chemical  action  taking  place  in 
solar  cells.  These operate  based on the photo-voltaic  effect, 
which develops an electromagnetic force (emf) on absorption 
of ionizing radiation from sun. 

Solar energy (Photovoltaics), the direct conversion of sunlight 
to  electricity,  is  now  the  fastest  growing  technology  for 
electricity generation. Present  ‘first  generation’  products use 
the  same  silicon  wafers  as  in  microelectronics.  ‘Second 
generation’  thin  films,  now  entering  the  market,  have  the 
potential  to  greatly  improve  the  economics  by  eliminating 
material  costs.  Martin  Green,  one  of  the  world’s  foremost 
photovoltaic  researchers,  argues  in  his  book  that  ‘second 
generation’  photovoltaics  will  eventually  reach  it’s  own 
material cost constraints, engendering a ‘third generation’ of 
high  performance  thin  films.  The  book  explores,  self  – 
consistently,  the  energy  conversion  potential  of  advanced 
approaches  for  improving  photovoltaic  performance  and 
outlines possible implementation paths.

Fig. 2: Solar Power Generation Diagram

6. TRANSMISSION OF SOLAR RAY

When  solar  ray  strikes  an  object,  there  are  two  possible 
occurrences:  the object  may reflect  the solar  energy,  or  the 
object  may  absorb  it.  Most  objects  are  applicable  for  this 
process, to a greater or lesser extent. It is useful knowledge to 
understand  how  different  materials  transmit,  reflect,  and 
absorb solar radiation. For instance, in the case of a solar cell, 
it is important to coat the surface with a material that is a poor 
reflector—we want as much light as possible to enter the cell. 
Accordingly,  creating  comfortable,  well-lit  homes,  schools, 
and  offices  requires  an  understanding  of  which  building 
materials transmit, reflect, and absorb solar radiation. 
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Fig. 3: Solar Panel Diagram

7. CONCLUSION

The survey has gathered resource potential of solar energy and 
how the solar system development in developed countries and 
some  developing  countries  (China,  South  Africa,  Gambia, 
Kenya,  Tanzania,  Uganda  and  many  more)  and  it’s 
implementation in Nigeria.
The  most  important  factor  driving  the  solar  energy  system 
design  process  is  whether  the  energy  it  produces  is 
economical. Although there are factors other than economics 
that enter into a decision of when to use solar energy; i.e. no 
pollution, no greenhouse gas generation, security of the energy 
resource  etc.,  design  decisions  are  almost  exclusively 
dominated by the ‘level of energy cost’. This similar economic 
parameter, gives the expected cost of the energy produced by 
the  solar  energy  system,  averaged  over  the  lifetime  of  the 
system.   Hence,  solar  energy power  system is  a  very clean 
energy that  should be given support by the government and 
industrialists  to  reduce  the  cost  of  implementing  the  solar 
panels for industrial, commercial and residential consumers to 
afford.
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Reducing the Short Circuit Levels in Kuwait 

Transmission Network. (A Case Study) 
 

           Mahmoud Gilany                       Wael Al-Hasawi 
College of Technological Studies,  

Kuwait 

 

Abstract: Preliminary studies on Kuwait high voltage 

transmission system show significant increase in the short circuit 

level at some of the grid substations and some generating stations. 

This increase results from the growth in the power transmission 

systems in size and complexity. �ew generating stations are 

expected to be added to the system within the next few years. This 

paper describes the study analysis performed to evaluate the 

available and potential solutions to control SC levels in Kuwait 

power system. It also presents a modified planning of the 

transmission network in order to fulfill this task. 

 

Keywords: Short circuit current, network splitting, fault 

current limiter, power transmission planning.  

 

I. Introduction 

 

The topography of the power system network keeps 

changing as the economy of a nation grows and its power 

consumption increases. One of the effects due to the growth of 

energy generation and the expansion of intermeshed 

transmission networks is the increase in short circuit currents 

in the power systems. These currents can cause mechanical 

and thermal stresses and they may damage the equipment. 

Consequently, the reduction and control of short circuit 

currents is a must. 

 

The problem in Kuwait started at 2005 when a new 

emergency generation units were added to the network as a 

quick measure to avoid load shedding during heavy-load 

summer season. With the long term plan, new large generating 

stations are also expected to be installed. As a result, the short 

circuit level has increased and it is expected to highly increase 

in the near future.    

 

One solution to reduce the risk of increasing short circuit 

levels in the power system is to upgrade the protection 

equipment so that the estimated fault currents are kept within 

the equipment capacity. This usually involves complete 

rebuilding of the substation. Nevertheless, this solution does 

not represent a high cost ratio benefit. It is an expensive 

solution, especially if primary and secondary breakers with 

their associated equipment are numerous. In addition to the 

cost, upgrading of the existing substations can be a 

complicated process because of the number of equipment to be 

substituted, redesigned or tested [1]. 

Instead of upgrading the network, different techniques 

aiming at reducing the SC levels were examined, namely: 

1. Change the neutral earth policy 

2. Un-grounding cable sheath. 

3. Changing some lines from AC to DC. 

4. Apply current limiters. 

5. Dividing the bus bars. 

6. Splitting the network  

 

This paper consolidates the experience of the Kuwait 

power utility with these measures. The study conclusions are 

presented in the form of power system operation strategy in 

order to maintain the fault currents within the permissible 

limits.  

 

II.  The Case Study 

 

Kuwait transmission system consists of a 275 kV Grid 

supplied with three major generating stations with a capacity 

of approximately 6 GW as shown in Fig. 1. This network is 

connected to a 132 kV system which includes another 4 GW 

generating stations. Recently, the power system was connected 

via 400 kV tie-lines with Saudi Arabia as part of the Gulf 

network. Figure 1 is a simplified diagram of the 275 Kuwait 

power transmission systems. 

 

Each bus in the Kuwait network is connected to 3 to 4 

275/132 kV transformers. The network connected to the  

SSUR W 275/132 kV station shown in Fig. 2 is a typical 

example. Normally, the loops connected to any bus in the 132 

kV networks are isolated from the loops connected to the other 

132 kV busses. However, there are normally-open connections 

between these buses. 

 

III.  Analysis Study 

 

For the purpose of examining the techniques to control the 

short circuit, the full Kuwait power network (275 and 132 kV) 

was implemented using a simulation program ASPEN-

Oneliner V9.7 [2], which is a PC-based short circuit and relay 

coordination program widely used by protection engineers.   
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Fig. 1: The under study 275 kV transmission network  

 

 

The short circuit level is examined at all the 275 and 132 

kV stations. The simulation results show that the short circuit 

currents exceed the permissible levels in some specific points. 

It reaches 43 kA at some locations in the 132 kV networks 

where the nominal rupture capacity is 40 kA. The SC level 

also reaches 67 kA at some generating stations in the 275 kV 

networks where the rupture capacity is limited to 60 kA. A 

typical shape of the output results is shown in Fig. 3.  

 

 
 

 

Fig. 2 Typical part of 132 kV network 

 
 

Fig. 3 A SLG fault at SURH A station 
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This figure shows only a part of the whole network. It 

represent a SLG fault applied at station SURH A (132 kV). 

The fault current exceeds 37 kA as shown in the figure. 

 

These results did not take into consideration the expected 

new generation stations to be installed within the next few 

years. If the new generation is considered, the situation will be 

much more critical. Therefore, effective activities have to be 

planned with aim to reduce the high fault current levels and to 

avoid critical situations in the future. 

 

In the remaining of this paper, the measures studied to 

limit fault currents are presented.  

 

A. Changing the �eutral Earth Policy 

 

Within Kuwait power stations, all the transformers (275 

kV and 132kV) are solidly earthed. This type of earthing 

system was chosen to avoid any increase in the neutral voltage 

during earthing faults. However, the main disadvantage of 

such a system is the high magnitude of the short circuit 

currents. It was the right time to test the possibility of 

changing the earthing policy for some transformers from 

solidly earthing to earthing though small resistances.  

 

The simulation results show that with 5Ω resistance 

inserted in the neutral of the local transformers at any 

substation, the short circuit level dropped by about 10%. It 

dropped to about 15% with 8Ω resistance. The drawbacks of 

this technique include the reduction in the sensitivity of the 

overcurrent relays. Practical considerations prevent the use of 

higher resistances. The measure has shown to have a limited 

effect on the SC reduction target. 

 

B. Changing Some Lines from AC to DC 

 

The idea of changing AC lines to DC lines starts as a result 

of the need to increase the power transfer capability of the 

existing transmission system without any major new 

construction. Conversion of an overhead AC lines to DC lines 

means changes in tower head, insulator assemblies and 

conductor configuration. There is no need to change the 

conductors, tower bodies, their foundations and there is no 

intermediate towers added [3, 4].  

 

One of the main features of DC transmission is the fact that 

a HVDC connection contributes very little to the short circuit 

current. In fact, a back-to-back (BTB) dc connection 

functionally appears to be an open circuit from ac impedance 

point of view.  

It can be seen from the structure of the 132 kV network 

under study shown in Fig. 2 that it consists of multiple loops 

connected to every 132kV bus-bar. Most of these feeders are 

short transmission lines. Consequently, it is neither practical 

nor economical to convert all the feeders of each loop to DC in 

order to reduce the SC level at this loop. Instead, the 

simulations studied the effect of changing some of the "key-

lines" especially those connecting major generation stations in 

the 275 kV network. For example, changing the two lines 

between DWPS and JABR W (see Fig. 1) from AC to DC will 

result in a reduction in the short circuit level at the stations 

supplied from JABR W power station by about 30%.  For 

example, the SC level at station SURH A in Fig. 3 dropped 

from 37kA to about 22kA. Similarly, changing the two lines 

between ZSPS and JABR W station results in a reduction in 

the SC currents at station SURH A from 37 kA to about 23 

kA. However, the high cost of the new equipment required 

(inverters and converters) and the short distances between 

most of the stations in Kuwait make this alternative 

inapplicable.  

 

C.  Applying Current Limiters 

 

There is a high interest in fault current limiter as it reduces 

the expected SC current without affecting the steady state 

power flow. There are different techniques to reducing the 

short circuit levels using current limiters. The differences 

between these techniques include the type and location of 

different elements (reactor, thyristor controlled series inductor, 

superconductors, etc.) to limit the current. It also varies 

according to the network voltage level. The majority of the 

current limiters are installed in the tie circuits such as the bus 

tie and utility tie circuits in which the current limiters could 

perform effectively. 

 

Figure 4 shows a short circuit problem found in the ZSPS 

station. This generating station consists of 8x300 steam 

generating units plus 4x80 MW gas turbine units. It has a 275 

kV bus-bar with four normally-closed sections. The simulation 

results show that the SC current reached to a 67.3 kA at the 

station bus-bar. The rupture capacity is limited to only 63kA.   

One of the most common solutions to the high level SC 

currents is the installation of air-core current limiting inductors 

(CLI). These CLI are usually installed, although not limited to, 

in tie buses and in series with the transmission line [5,6]. With 

a 5Ω reactor added in only one of the three tie-sections of the 

station, the short circuit level drops to about 52 kA.  

The applicability of adding a reactor for such high voltage 

system is facing many problems [5].  Although these series 

reactors are the simplest and most economical means of 

achieving the reduction in the short circuit levels, stresses due 

to the high rate of rise of transient recovery voltages (TRV) 

and higher DC offset (X/R ratio) of the short-circuit current 

will be experienced by the associated circuit breakers. In 

addition, a high DC offset in the fault current may result in 

saturation of C.T. cores affecting the performance of the relay 

protection schemes [7]. 

The use of superconducting materials in the development 

of FCL looks promising, although at present costs are still too 

high. Superconducting materials are used for the reduction of 

fault currents, due to their unique characteristic of a fast 

transition from zero resistance at rated current to a finite value 

with greater current densities. This fast increase in the 

resistance results in a fast fault current limitation [8]. 
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Fig. 4: A short circuit at a generating station 

 

 

There are some other techniques adopting the concept of 

the current limiter e.g. series inductor- thyristor-controlled [9], 

the control regulates the average magnitude of the inductance 

and hence its current limiting effect. One of the disadvantages 

of this technique is the harmonic generation and the required 

use of filters. 

 

D.    Dividing the Bus Bar 

 

Increasing the positive, negative, and zero sequence 

impedances seen by the fault, will result in reducing the short 

circuit currents. This is achieved in a substation by dividing 

buses in two or more sections. This solution is quite common 

and less expensive than upgrading circuit breakers. However, 

load division requires a careful study since the operating 

flexibility can be degraded in a significant manner. Also, the 

reliability can be affected as the number of transformers 

feeding the load is reduced. 

 

In the system under study, this alternative was examined 

only at the 132 kV stations to avoid losing the system 

contingencies if applied on the BBs inside the generating 

stations. Even with the 132 kV stations, the application is 

limited to stations which have 4 275/132 kV transformers 

where the load can be divided equally inside the station. These 

conditions are not fulfilled in most of the stations.  

 

E.  �etwork Splitting  

 

If the power system enters the emergency mode due to 

some disturbances, emergency controls will be applied to 

drive the system back to the alert mode. If the emergency 

controls fail to bring the system parameters back within their 

constraints, protective devices will act to prevent the power 

system components operating under unacceptable conditions 

from undergoing damages [10, 11]. This may lead to system 

islanding, which often produces unstable or generation- load 

unbalanced islands. One quick solution is to temporarily split 

the power system 

 

The most difficult part in the study of system splitting 

problem (SS problem) is to determine the proper splitting 

points (called splitting strategies) to split the entire 

interconnected transmission network into islands ensuring 

generation/load balance and satisfaction of transmission 

capacity constraints when islanding operation of the system is 

unavoidable. For a large-scale power system, the SS problem 

is very complicated in general. Moreover, network splitting 

presents a temporary (not guaranteed) solution to the 

developing SC problem. 

 

IV. New Transmission Network Planning 

 

The conclusions from the previous studies show that none 

of these techniques is perfect in solving the developed 

problem of increasing short circuit current levels.  Taking into 

consideration that there are at least two new generating 

stations to be installed within few years, the optimum solution 

for the Kuwait network in solving the problem of the 

increasing SC levels is to construct a new higher voltage 

network (400 kV) and to connect all the new generating 

stations to this network. At the same time, the existing 

275/132 kV network must be split permanently into three 

networks connected to the new 400 kV as shown in Fig. 5. The 

SCC, by this way, can be effectively reduced to acceptable 

levels. 

 

To reach the above stated target, various network 

topologies are considered. The calculations performed include 

alternatively applied SCC, load flow and contingency analysis 
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for the proposed configuration in order to prove the technical 

requirements.  
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Fig. 5: The proposed power system 

 

 

V. Conclusions 

 

High level of fault currents is a normal consequence of 

transmission network expansion that follows the power system 

development. High fault levels require switchgear and other 

equipment with high rupture capacities. Reducing the fault 

level in a power system is cheaper alternative compared to the 

replacement of the switchgear. This paper presents different 

measures examined in order to control the high SC current at 

Kuwait high voltage network. Constructing a 400 kV high 

voltage network with a permanent Splitting of the existing 275 

kV network, prove to be the most suitable solution for the 

highly increasing SC levels.   
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Abstract-The article presents the results of analysis of higher 
harmonics of current and voltage in networks feeding six-puls 
rectifier.Analitycal dependences of this phenomena at inductance in a 
dc circuit is also given. evaluation of this applicability of the  analysis 
for practical purposes, verification measurements is taken.it is done 
measurements on the reel cutter of a paper-making machine mp-IV in 
Świecie. 

I. INTRODUCTION. 

An increased share of power of non-linear receivers 
on the power network gives rise to significant transfiguration 
of the feeding power sine waves. The performed analyses [2] 
[3] clearly indicate that the degree of transfiguration of the 
feeding power is higher at definite times of day. This refers to 
user supply networks, on which the number of small recipients, 
like PC users, significantly increases. Upper harmonics are 
common in electric networks Their sources are all sorts of non-
linear receivers like converter systems, arc furnaces etc. The 
receivers get a transmuted current and thus become sources of 
upper harmonic currents [4],[5]. Those currents cause voltage 
drops at network impedance and distort voltage sinusoid 
[2],[6],[7].  However, it seems important to suggest a relevant 
model of power supply network including linear and non-linear 
receivers and a capacitor set. It is even more vital to discuss the 
practicality of applying some proposed models. In converter 
drives, the rectifier load current is an oscillating one since the 
value of inductance in a DC circuit is limited. The phenomenon 
has a significant impact on the harmonic spectrum of the input 
current fed to the rectifier from the mains. Of course, 
converters are usually equipped with commutation reactors, so 
the commutation angle γ is not zero. Those factors are 
especially important with some electric drives, as due to the 
high circuit dynamics required, the drives have commutation 
reactors but no smoothing reactors in the load circuits[8],[9].  

II.    SPECIFICATIONS OF SUPPLY SYSTEMS FOR 
INDUSTRIAL PLANTS 

Mixed-type networks are quite frequently used, especially 
when the internal network has suffered from problems with 

compensating for wattless power or with the negative impact of 
non-linear recipients on power supply network. The impact 
involves taking transfigured power from the network, which 
means that the power spectrum will include higher harmonics 
[10], [2]. So far the analyses of  upper harmonics of current 
have usually neglected the resistance values of all supply 
system components due to an assumption that their impact on 
the value of upper harmonics is negligible. The size of 
distortion of incoming voltage is determined by two major 
factors, i.e.: 
-type of non-linear source of current 
-parameters of supply network 
 Fig. 1 illustrates a standard network supply system. 
 

MM

MM

Tr1 Tr2

Tr3 Tr4

C

 
Fig. 1 Standard network supply system 

 
          In converter drives, the rectifier load current is 

an oscillating one since the value of inductance in a DC circuit 
is limited. The phenomenon has a significant impact on the 
harmonic spectrum of the input current fed to the rectifier from 
the mains. Of course, converters are usually equipped with 
commutation reactors, so the commutation angle γ is not zero. 
Those factors are especially important with some electric 
drives, as due to the high circuit dynamics required, the drives 
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have commutation reactors but no smoothing reactors in the 
load circuits[8],[9]. Fig.2 shows a schematic diagram of a six-
pulse rectifier fed from a transformer of Dγ vector group as 
well as a current waveform ( )xiW  in the transformer’s 
secondary at any phase. 

 

Fig.2. Schematic diagram of a six-pulse rectifier and a waveform of current at 
any phase, where: 

G – generators 
M – DC induction motor 

1, 2, 3 to 6 – valves in individual bridge branches. 
 
   The oscillation of load current of a rectifier drive depends not 
only on the load reactancedX , as it is frequently assumed, but 
rather on a sum of the load circuit reactance and the 
commutation reactance Kd XX 2+ . If it is assumed that non-
linear receivers are 6-pulse SCR transformers (with high 
shorting power SZ), then the feeding current will be: 
 

...)11cos
11
17cos

7
15cos

5
1(cos2)( 1 +−+−= ttttItip ωωωωω

     (1)
 

 
where: 

)( ti
p

ω  is a momentary amperage value at the pri of a 

transformer, and1I  is an effective value of the first harmonic. 
In the system presented in Fig.1, the passage of non-linear 

current In will cause voltage drops at the resultant impedance 
of Zn system. Those voltage drops coincide with the supply 
voltage sinusoid and cause its distortion. Therefore we can say 
that  

 

                                              nnn ZIU ⋅=∆  (2)                                                    
where 

                          
( )22

50Lnn XnRZ ⋅+=           (3)                          

 

nU∆ - voltage drop with a harmonic of n-th order at the 

impedance of Zn system, nZ - module of system impedance 

with a harmonic of n-th order, nI  - module of power with a 

harmonic of n-th order, nR  - system resistance with harmonics 

of n-th order, 
50LX - system inductive reactance with the basic 

harmonic of 50Hz, n - harmonic order. The value of resultant 
impedance of Zn system will change when upper harmonics 
filters or a capacitor set is incorporated into the system to 

compensate for passive power. Its module will be determined 
as follows [3]: 

COOSLz
X

j
jXRZZZ

111111

1

++++=
           (4)

 

where 
            LLL jXRZ +=  - impedance of supply system, 

           SSS jXRZ +=  - impedanc of linear recivers 
 

III.       MEASUREMENT-BASED ANALYSIS OF THE 
HARMONICS PHENOMENON 

 
    In the process of evaluating the inter-harmonics amplitude 
range, the harmonics in the power fed to an MP2 paper-making 
machine operated in Skolwin were measured and analysed. The 
machine power supply circuit beyond the marked measurement 
points is shown in Fig. 3.  
    The measurement points were established at clamps feeding 
PANT six-pulse rectifier 500 kW T7.T8 and on the clamps of 
the secondary winding of Tr7a transformer feeding the group 
of 1100kW total installed power. Some measurement points 
were also located in the secondary winding of Tr7 transformer 
feeding a group of inverters of 1000kW total installed power. 
Measurements of the harmonics levels for loads and voltages 
on the primary windings of those transformers. 

 
Fig.3.Schematic diagram of the power supply circuit in the A11 switching 

station feeding the MP2 paper-making machine in Skolwin. 
 
    The measurements were performed on a system with an 
open bus bar and the Tr7a transformer fed from the GII 
generator at own power plant. Such a measurement setup 
allows protection of a tested circuit from any impact of the 
supply system. For comparison purposes, the Tr7 transformer 
was supplied from the commercial power system. 
 

IV. ANALYSIS OF MEASUREMENT RESULTS. 
 

   Measurement results are usually presented in the form of a 
spectrum of typical – sometimes non-typical – harmonics that 
are integral multiples of the base frequency [ Hz501 =ω ]. 
This results from the fact that the commonly used measurement 
instruments use a phaselocked loop and sample the analysed 
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signal during one or several wave periods. The analysis is done 
with the Fast Fourier Transform (FFT) or sometimes with the 
Discrete Fourier Transform (DFT). With inter-harmonics 
analysis the problem is more complicated since their 
frequencies are not integral multiples of the base frequency and 
moreover they often change during the measurements. They 
manifest themselves as sidebands around the characteristic 
harmonics. In the beginnings, their appearance would be 
considered a measurement error and then as a methodological 
error. Nowadays their is no doubt that those frequencies are 
actually present in the system [12],[13].  
Figure 4 presents current waveform in the T phase of Tr7a 
transformer feeding the inverter set of MP2 machine drive at 
the paper mill in Skolwin as well as its spectrum for varied 
periods of measurement averaging. 
 

Current waveform in the T phase 

Current spectrum for the averaging period 40ms. 

Current spectrum for the averaging period 115ms. 
Fig.4.Waveform and amplitude-frequency spectrum of the current feeding the 

MP2 machine drive Switching station A11, transformer Tr7a, band 2kHz, 
cabinet no.1 

There are well visible sidebands around all the frequencies that 
are integral multiples of the base frequency. Their amplitudes 
reach 1.5%. When comparing spectra for various averaging 
periods, it becomes evident that the spectrum share of those 
harmonics increases with the length of averaging periods. 
Another factor affecting the size of inter-harmonics amplitude 
is the level of distortions in the current fed from the mains.  

Current waveform in the R phase.    Current waveform for the averaging period  
                                                                                      of 40ms. 

Fig.5.Waveform and amplitude-frequency spectrum of the current feeding 
drives 1 and 2 of the MP2 press. Switching station A11, transformer Tr7a, 

band 2kHz, cabinet no1 

   It is clearly visible in Fig.5 which shows the waveforms for 
one of the component drives in the same switching station, this 
time in the R phase,when the amplitude of upper harmonics of 
current reach 45% of the base. 
    Similar results were obtained from measurements of other 
components of a multi-motor drive, as shown in Fig.6 
Interesting results were obtained from measurements of the 
screen drive current, as shown in Fig.6.In this particular case 
the feeding system apparently works in near-resonance 
conditions, as proved by the oscillations overlapping with the 
current waveform.Harmonics amplitudes reach 32% in this 
case. 

 
Current waveform in the S phase  Current spectrum for the averaging period of  
                                                                                     183.6ms. 
Fig.6.Waveform and amplitude-frequency spectrum of the current feeding the 
MP2 screen roll drive Switching station A11, transformer Tr7a, band 2kHz, 

ASEA cabinet  
    Similar results were obtained from measurements on the 
primary winding of the feeding transformer. Fig.7 presents the 
current waveform on the 6kV side of the tested transformer and 
its spectrum.  

Current waveform in the S phase          Current waveform for the averaging  
                    (6kV)                                                 period of 145ms 
Fig.7.Waveform and amplitude-frequency spectrum of the current feeding the 
MP2 machine drive Switching station A11, transformer 7a, band 2kHz, cabinet 

no.1, 6kV level  
Conclusions from this measurement are basically identical 

as those for the secondary winding, even though attenuation by 
transformer reactance )(kTrX

 
could be expected. Some 

attenuation is visible in the voltage harmonics, as shown in 
Fig.8. 
 
 

Fig.8.Waveform and amplitude-frequency spectrum of the voltage feeding 0,4 
kVthe MP2 machine drive Switching station A11, transformer Tr7a, band 

2kHz, cabinet no.1 
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V      CONCLUSIONS 
 

1.A significant increase in the number of non-linear receivers 
results in a significant decrease in electric power quality, 
especially in multi-motor drive systems. 
2. Analytical methods for assessing this phenomena are 
complicated and their practical application is difficult. 
Therefore the method of direct measurements is preferable. 
3. Multi-motor systems with inverter-fed drives require 
unconditional application of filters for higher harmonics of the 
feeding current. 
 

VI      DISCUSSION 
 

The article does not include a discussion of the methodology of 
current harmonics measurements, i.e. the impact of applying 
various waveform analysers / measurement windows / 
averaging periods on the measurement results. Differences in 
measurement results that arise from the above are usually 
neglected, but they can reach as much as several dozen percent. 
This problem requires a deep analysis. 
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 Abstract-- A Power quality problem is an occurrence
manifested as a nonstandard voltage, current or frequency that
results in a failure or a mis-operation of end use equipments.
Utility distribution networks, sensitive industrial loads, and
critical commercial operations all suffer from various types of
outages and service interruptions which can cost significant
financial 1oss per incident based on process dow n-time, lost
production, idle work forces, and other factors. With the
restructuring of Power Systems and with shifting trend
towards Distributed and Dispersed Generation, the issue of
Power Quality is going to take newer dimensions. The aim
therefore, in this work, is to identify the prominent concerns in
the area and thereby to recommend measures that can enhance
the quality of the power, keeping in mind their economic
viability and technical repercussions. In this paper
electromagnetic transient studies are presented for the
following two custom power controllers: the distribution static
compensator (D-STATCOM), and the dynamic voltage
restorer (DVR). Comprehensive results are presented to assess
the performance of each device as a potential custom power
solution.

Index Terms-- Power Quality Problems, Power System
Restructuring, Voltage Sag, DSTATCOM, DVR, MATLAB.

I. INTRODUCTION

ower quality is certainly a major concern in the present
era; it becomes especially important with the
introduction of sophisticated devices, whose

performance is very sensitive to the quality of power supply.
Modern industrial processes are based a large amount of
electronic devices such as programmable logic controllers
and adjustable speed drives. The electronic devices are very
sensitive to disturbances [1] and thus industrial loads
become less tolerant to power quality problems such as
voltage dips, voltage swells, and harmonics.

Voltage dips are considered one of the most severe
disturbances to the industrial equipmen t. A paper machine
can be affected by disturbances of 10% voltage drop lasting
for 100ms. A voltage dip of 75% (of the nominal voltage)
with duration shorter than 100ms can result in material loss
in the range of thousands of US dollars for the

semiconductors industry [2]. Swells and over voltages can
cause over heating tripping or even destruction of industrial
equipment such as motor drives. Electronic equipments are
very sensitive loads against harmonics because their control
depends on either the peak value or the zero crossing of the
supplied voltage, which are all influenced by the harmonic
distortion.

This paper analyzes the key issues in the Power
Quality problems, specially keeping in mind the present
trend towards more localized generations (also termed as
distributed and dispersed generation) and consequent
restructuring of power transmission and distribution
networks. As one of the prominent power quality problems,
the origin, consequences and mitigation techniques of
voltage sag problem has been discussed in detail. The study
describes the techniques of correcting the supply voltage sag
in a distribution system by two power electronics based
devices called Dynamic Voltage Restorer (DVR) and
Distribution STATCOM (D-STATCOM).A DVR voltage in
series with the system voltage and a D-STATCOM injects a
current into the system to correct the voltage sag [1]. The
steady state performance of both DVR and D-STATCOM is
studied for various levels of voltage sag levels.

II. SOURCES AND EFFECTS OF POWER QUALITY
PROBLEMS

The distortion in the quality of supply power can be
introduced /enhanced at various stages; however, some of
the primary sources of distortion [3] can be identified as
below:

A. Power Electronic Devices

B.  IT and Office Equipments
C.  Arcing Devices
D.  Load Switching
E.  Large Motor Starting
F.  Embedded Generation
G.  Electromagnetic Radiations and Cables
H.  Storm and Environment Related Causes etc.

While power disturbances occur on all electrical
systems, the sensitivity of today’s sophi sticated electronic
devices makes them more susceptible to the quality of
power supply. For some sensitive devices, a momentary
disturbance can cause scrambled data, interrupted

Modeling analysis and solution of  Power
Quality Problems
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communications, a frozen mouse, system crashes and
equipment failure etc. A power voltage spike can damage
valuable components. Some of the common power quality
issues and their prominent impact are summarized in the
table below:

Table1: Various power quality problems and their effects

III. SOLUTIONS TO POWER QUALITY PROBLEMS

There are two approaches to the mitigation of power
quality problems. The solution to the power quality can be
done from customer side or from utility side [4]. First
approach is called load conditioning, which ensures that
the equipment is less sensitive to powe r disturbances,
allowing the operation even under significant voltage
distortion. The other solution is to install line conditioning
systems that suppress or counteracts the power system
disturbances. A flexible and versatile solution to voltage
quality problems is offered by active power filters.
Currently they are based on PWM converters and connect
to low and medium voltage distribution system in shunt or
in series. Series active power filters must operate in
conjunction with shunt passive filters in ord er to
compensate load current harmonics. Shunt active power
filters operate as a controllable current source and series
active power filters operates as a controllable voltage
source. Both schemes are implemented preferable with
voltage source PWM inverters [5], with a dc bus having a
reactive element such as a capacitor. Active power filters
can perform one or more of the functions required to
compensate power systems and improving power quality.
Their performance also depends on the power rating and
the speed of response.

However, with the restructuring of power sector and with
shifting trend towards distributed and dispersed
generation, the line conditioning systems or utility side
solutions will play a major role in improving the inherent
supply quality; some of the effective and economic
measures can be identified as following:

A. Lightening and Surge Arresters:

Arresters are designed for lightening protection of
transformers, but are not sufficiently voltage limiting for
protecting sensitive electronic con trol circuits from
voltage surges.

B. Thyristor Based Static Switches:

The static switch is a versatile device for switching a
new element into the circuit when the voltage support is

needed. It has a dynamic response time of about one
cycle. To correct quickly for voltage spikes, sags or
interruptions, the static switch can used to switch one or
more of devices such as capacitor, filter, alternate power
line, energy storage systems etc. The static switch can be
used in the alternate power line applications. T his scheme
requires two independent power lines from the utility or
could be from utility and localized power generation like
those in case of distributed generating systems [4]. Such a
scheme can protect up to about 85 % of interruptions and
voltage sags.

C. Energy Storage Systems:

Storage systems can be used to protect sensitive
production equipments from shutdowns caused by voltage
sags or momentary interruptions. These are usually DC
storage systems such as UPS, batteries, superconducting
magnet energy storage (SMES), storage capacitors or
even fly wheels driving DC generators [6]. The output of
these devices can be supplied to the system through an
inverter on a momentary basis by a fast acting electronic
switch. Enough energy is fed to the system to compe nsate
for the energy that would be lost by the voltage sag or
interruption. In case of utility supply backed by a
localized generation this can be even better accomplished.

D. Electronic tap changing transformer:

A voltage-regulating transformer with an elec tronic load
tap changer can be used with a single line from the utility.
It can regulate the voltage drops up to 50% and requires a
stiff system (short circuit power to load ratio of 10:1 or
better). It can have the provision of coarse or smooth steps
intended for occasional voltage variations.

E. Harmonic Filters

Filters are used in some instances to effectively reduce
or eliminate certain harmonics [7]. If possible, it is always
preferable to use a 12-pluse or higher transformer
connection, rather than a fil ter. Tuned harmonic filters
should be used with caution and avoided when possible.
Usually, multiple filters are needed, each tuned to a
separate harmonic. Each filter causes a parallel resonance
as well as a series resonance, and each filter slightly
changes the resonances of other filters.

F. Constant-Voltage Transformers:

For many power quality studies, it is possible to greatly
improve the sag and momentary interruption tolerance of
a facility by protecting control circuits. Constant voltage
transformer (CVTs) can be used [6] on control circuits to
provide constant voltage with three cycle ride through, or
relays and ac contactors can be provided with electronic
coil hold-in devices to prevent mis-operation from either
low or interrupted voltage.

G. Digital-Electronic and Intelligent Controllers for
Load-Frequency Control:

Frequency of the supply power is one of the major
determinants of power quality, which affects the
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equipment performance very drastically. Even the major
system components such as Turbine li fe and
interconnected-grid control are directly affected by power
frequency. Load frequency controller used specifically for
governing power frequency under varying loads must be
fast enough to make adjustments against any deviation. In
countries like India and other countries of developing
world, still use the controllers which are based either or
mechanical or electrical devices with inherent dead time
and delays and at times also suffer from ageing and
associated effects. In future perspective, such cont rollers
can be replaced by their Digital -electronic counterparts.

IV. USE OF CUSTOM POWER DEVICES TO IMPROVE
POWER QUALITY

In order to overcome the problems such as the ones
mentioned above, the concept of custom power devices is
introduced recently; custom power is a strategy, which is
designed primarily to meet the requirements of industrial
and commercial customer. The concept of custom power
is to use power electronic or static controllers in the
medium voltage distribution system aiming to supply
reliable and high quality power to sensitive users [1].
Power electronic valves are the basis of those custom
power devices such as the static transfer switch, active
filters and converter-based devices. Converter based
power electronics devices can be divided in to two groups:
shunt-connected and series-connected devices. The shunt
connected devices is known as the DSTATCOM and the
series device is known as the Static Series Compensator
(SSC), commercially known as DVR. It has also been
reported in literature that both the SSC and DSTATCOM
have been used to mitigate the majority the power system
disturbances such as voltage dips, sags, flicker unbalance
and harmonics.

For lower voltage sags, the load voltage magnitude can
be corrected by injecting only reactive po wer into the
system. However, for higher voltage sags, injection of
active power, in addition to reactive power, is essential to
correct the voltage magnitude [8]. Both DVR and D-
STATCOM are capable of generating or absorbing
reactive power but the active power injection of the device
must be provided by an external energy source or energy
storage system. The response time of both DVR and D -
STATCOM is very short and is limited by the power
electronics devices. The expected response time is about
25 ms, and which is much less than some of the
traditional methods of voltage correction such as tap -
changing transformers.

V. MODELING OF CUSTOM POWER DEVICES AND
SIMULATION RESULTS

As mentioned in the previous section that custom power
devices could be the effective means to overcome some of
the major power quality problems by the way of injecting
active and/or reactive power(s) into the system [9]-[11].
This section of the paper deals with the modeling of
DSTATCOM and DVR. Consequently some case studies

will be taken up for analysis and performance comparison
of these devices. The modeling approach adopted in the
paper is graphical in nature, as opposed to mathematical
models embedded in code using a high-level computer
language. The well-developed graphic facilities available in
an industry standard power system package, namely,
MATLAB (/Simulink) [12], is used to conduct all aspects
of model implementation and to carry out extensive
simulation studies.

The control scheme for these devices is shown in Fig.1.
The controller input is an error signal obtained from the
reference voltage and the value rms of the terminal voltage
measured. Such error is processed by a PI controller and
the output is the angle δ, which is provided to the PWM
signal generator. The PWM generator then generates the
pulse signals to the IGBT gates of voltage source converter
[10].

Fig.1. The PI Controller

(A) D-STATCOM
The test system employed to carry out the simulations

concerning the DSTATCOM actuation for voltage s ag
compensation is shown in Fig.2. Such system is composed by
a 230 kV, 50 Hz transmission system, represented by a
Thevenin equivalent, feeding a distribution network through a
3-winding transformer connected in Y/Y/Y, 230/11/11 kV.
To verify the working of a DSTATC OM, a variable load is
connected at bus 2. During the simulation, in the period from
500 to 900 ms, the switch S1 is closed .The above test system
is simulated under the environment of Matlab -Simulink and
power system block set (PSB) the model used for this purpose
is shown in the fig.3.

Fig.2. Test system for DSTATCOM
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Fig.3. MATLAB Simulation model of DSTATCOM

A set of simulations was carried out for the test system
shown in Fig.2. The simulations relate to three main operating
conditions.
1) In the simulation period 500–900 ms, the load is increased

by closing switch S1. In this case, the voltage drops by almost
27% with respect to the reference value.
2) At 900 ms, the switch S1 is opened and remains so

throughout the rest of the simulat ion. The load voltage is very
close to the reference value, i.e., 1 pu.
3) In order to gain insight into the influence that capacitor
size has on D-STATCOM performance, simulations were
carried out with different size of capacitors . The total
simulation period is 1.4 s.

Fig.4. Voltage response of the test system without DSTATCOM

Fig.4. shows the rms voltage at the load point for the case
when the system operates with no D -STATCOM. Similarly, a
new set of simulations was carried out but now with the D -
STATCOM connected to the system. The results are shown in
Fig.5(a). Where the very effective voltage regulation provided
by the D-STATCOM can be clearly appreciated.

When the Switch S1 closes, the D-STATCOM supplies
reactive power to the system. By way of example, Fig.5(a).
shows the regulated rms voltage corresponding to a 750 F
capacitor, where a rapid regulation response is obtained and
transient overshoots are almost nonexistent.

Fig 5(a) Voltage response of the test system 1 with DSTATCOM;
With 750µF Capacitor

Fig 5(b) Voltage response of the test system 1 with DSTATCOM;
With 75µF Capacitor
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This contrasts with cases where the capacitor is undersized.
For instance, Fig. 5(b) shows the rms voltage for the case
when a 75 F capacitor is employed.

(B) DVR
The test system employed to carry out the simulations

concerning the DVR actuation is shown in Fig. 6. Such
network is composed by a 13 kV, 50 Hz generat ion system,
represented by a Thevenin equivalent, feeding two
transmission lines through an 3-winding transformer
connected in Y/∆/∆ 13/115/115 kV. Such transmission lines
feed two distribution networks through two transformers
connected in ∆/Y, 115/11 kV. To verify the working of a
DVR employed to avoid voltage sags during short -circuit, a
fault is applied at point X via a resistance of 0.4 Ω. Such fault
is applied from 500 to 900 ms.

Fig.6. Test system for DVR

The above test system is simulated under the environment
of Matlab-Simulink and power system block set (PSB) the
model used for this purpose is shown in the fi g.7.

Fig.7 MATLAB Simulation model of DVR

Two simulations studies are carried out as follows:
1) The first simulation contains no DVR and a three -phase
short-circuit fault is applied at point A, via a fault resistance
of 0.4 , during the period 500–900 ms. The voltage sag at the
load point is almost 60% with respect to the reference
voltage.
2) The second simulation is carried out using the same
scenario as above but now with the DVR in operation. The
total simulation period is 1.4 s.
Using the facilities available in MATLAB the DVR is
simulated to be in operation only for the duration of the fault,
as it is expected to be the case in a practical situation. The
results for both simulations are shown in Fig .8 and Fig.9
Voltage response without DVR is shown in Fig.8 Fig.8 Voltage Response of the test system without DVR.
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When the DVR is in operation the voltage sag is mitigated
almost completely, and the rms voltage at the sensitive load
point is maintained at 98%, as shown in Fig. 9.

Fig 9 Voltage Response of the test system2 with DVR.

The PWM control scheme controls the magnitude and the
phase of the injected voltages, restoring the rms voltage very
effectively [13]-[14]. The sag mitigation is performed with a
smooth, stable, and rapid DVR response;

VI. CONCLUSIONS

Power quality measures can be applied both at the user end
and also at the utility level. The work identifies some
important measures that can be applied at the utility level
without much system upset (or design changes).This pape r
has presented models of custom power equipment, namely D -
STATCOM, DVR, and applied them to mitigate voltage dip
which is very prominent as per utilities are concerned. The
highly developed graphic facilities available in MATLAB
SIMULINK were used to cond uct all aspects of model
implementation and to carry out extensive simulation studies
on test systems. A new PWM-based control scheme has been
implemented to control the electronic valves in the two -level
VSC used in the D-STATCOM and DVR. As opposed to
fundamental frequency switching schemes already available
in the MATLAB SIMULINK. This characteristic makes it
ideally suitable for low-voltage custom power applications. It
was observed that in case of DSTATCOM capacity for power
compensation and voltage regulation depends mainly on the
rating of the dc storage device. The simulation results
presented shows good accuracy with results reported in index
journals.
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Abstract:— 

IEC-61850 becomes more widely accepted in the 

electrical engineering community, it is important that 

the testing tools keep pace with this development. IEC 

61850 presents new challenges to real time simulation 

and closed-loop testing of protective relays. Electrical 

interfaces used for binary signaling and voltage/current 

amplifiers must be replaced by an Ethernet connection 

and an IEC 61850 protocol stack. The electrical 

interfaces of a real time simulator are engineered to 

provide low latency and deterministic performance 

appropriate for a real time simulation. Similar attention 

must be given to IEC 61850 interfaces. Latency must be 

minimized so that the IEC 61850 interface does not add 

unacceptable delays to the operation of the simulator. 

Also, protocol processing must be deterministic to allow 

real time simulations to be repeatable and dependable. 

In addition, IEC 61850 specifies new configuration 

parameters and a new method for configuration called 

the Substation Configuration Language (SCL). These 

must be implemented in such a way that they fit within 

the typical modes of operation of the simulator. The 

paper presents a successful hardware implementation 

for IEC 61850 messaging on a real time simulator and 

discusses the key design criteria. The software required 

to configure the IEC 61850 will also be addressed along 

with the advantages in using the IEC 61850 protocol. 

One of the biggest advantages is brought about by the 

realization of the IEC 61850-9-2 sampled values, 

removing the need for amplifiers as the standard 

interface to protection devices. Sampled values of the 

voltage and current signals can be sent via Ethernet, 

making it even more practical to perform testing on a 

protective relaying scheme rather than just individual 

devices.  

Keywords: IEC 61850, GOOSE, GSSE, closed-loop 

testing, real time, power system simulation. 

 

I. INTRODUCTION 

        Real time digital simulation using systems such 
as the RTDS Simulator are often used to perform 
closed-loop testing of power system protection devices 
such as relays and protection schemes. IEC 61850 is 
the international standard for substation automation 
systems. It defines the communications between 
devices in the substation and the related system 
requirements. IEC 61850 supports all substation 
automation functions and their engineering [1]. As 
IEC 61850 becomes more widely accepted and 
implemented by protection device manufacturers and 
power system utilities, it is important that the testing 

tools keep pace allowing these new devices to be 
tested. Using IEC 61850 for simulation testing also 
provides a number of benefits and advantages over 
traditional electrical interfaces such as the 
simplification of wiring and the potential to reduce the 
cost of the test setup.  
       When using IEC 61850, the electrical interfaces 
used for binary signaling and voltage/current 
amplifiers are replaced by an Ethernet connection and 
software implementing IEC 61850. Careful 
consideration must be given to the integration of IEC 
61850 into real time digital simulators to ensure that 
the integrity of the simulation is not compromised due 
to nondeterministic or slow performance of the IEC 
61850 interface. This paper introduces real time digital 
simulation testing that includes the use of IEC 61850. 
A list of advantages for using IEC 61850 in simulation 
testing is presented along with key design criteria used 
when incorporating IEC 61850 into a real time digital 
simulator. 

 

II. SIMULATION TESTING USING REAL TIME 

DIGITAL SIMULATORS 

A. Common Applications 

       Real time digital simulators are commonly used 
for closed loop testing of protection and control 
devices as well as for real time system studies. When 
conducting closed-loop testing, the simulator acts as 
the power system and interfaces to the test objects. For 
closed-loop operation protective relay testing, the 
simulator must provide real time data (i.e. voltage, 
current and breaker status) to the relay and sense trip 
and reclose status from the relay. Since the power 
system is being simulated, various faults can easily be 
applied under different network conditions to evaluate 
the performance of the protection and control. If the 
protection detects the fault applied, the trip signal will 
be sensed and the breaker in the simulation opened.  
       When evaluating the performance of a protective 
relay or protection system, exhaustive testing is often 
conducted. This involves applying thousands of faults 
while varying different system parameters (e.g. fault 
type, fault location, point-onwave). Since so many 
tests are run, it is crucial to keep each test and the time 
between tests as short as possible. Prior to the advent 
of IEC 61850, the protection equipment was connected 
to the simulator using individual wires. The 
complexity of the wiring is evident even for the 
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relatively simple double ended line protection test 
setup shown in Fig. 1. Twelve (12) signals have to be 
connected from the RTDS. 
        Simulator to the voltage and current amplifiers. 
After the signals pass through the amplifiers, twelve 
(12) more connections have to be made to connect the 
voltage and current signals to the relays. If the relays 
are set for single pole trip and reclose, a minimum of 
twelve (12) contacts must also be connected to the 
simulator‟s digital input to control breaker operation. 
If internal relay elements are to be monitored, even 
more contacts have to be connected to the simulator. 
Finally, six (6) breaker status signals must be supplied 
to the relays at station level voltages (e.g. 125 Vdc) via 
potential free contacts. All told, there are 30 digital 
and analogue connections between the relays and the 
simulator when using traditional methods for the test 
setup illustrated in Fig. 1. This does not include the 12 
signals that must be connected from the simulator to 
the amplifiers or the monitoring of internal relay 
elements. 

 
Fig 1. Test Setup with Standard Electrical Connections 

 

B. Integration Of IEC 61850 In Simulation Testing 

       IEC 61850 can be used to replace the two types of 
interfaces between the RTDS Simulator and the 
devices being tested. IEC 61850 GOOSE/GSSE can 
replace the hard-wired binary inputs and outputs over 
what IEC 61850 refers to as a station bus and IEC 
61850-9-2 sampled values can replace the hard-wired 
voltage and current signals from the power amplifiers 
over what IEC 61850 refers to as a process bus.  
       IEC 61850 GOOSE/GSSE replaces the hard-wired 
binary signaling with a message sent over an Ethernet 
based stations bus. All of the hard-wiring needed for 
status signals can be replaced by a single Ethernet 
connection between the simulator and the station bus 
LAN to which the protection devices are connected. 
The transfer of trip and breaker status through 
GOOSE/GSSE messages is very fast. Maximum end 

to end transfer time is typically specified between 3-10 
msec [3]. 
         IEC 61850-9-2 Sampled Values can be used for 
applying voltage and current signals to devices instead 
of using analogue current and voltage from amplifiers. 
Maximum sample to transmission time for an IEC 
61850-9-2 sampled value message used for protection 
is typically specified at less than 3 msec for sample 
rates faster than 480 samples/cycle [3]. An IEC 61850 
device referred to as a Merging Unit (MU) is used to 
transmit sampled values derived from transducers 
using IEC 61850-9-2 messages over the process bus. 
Messages sent by MUs may contain an arbitrary 
number of current and voltage channels/phases, but 
initial implementations of 61850-9-2 send messages 
with instantaneous 3-phase plus neutral voltage and 
current samples (i.e. 8 signals) [2]. Arbitrary sample 
rates are permitted by IEC 61850-9-2, but initial 
implementations of MUs used for protection typically 
send samples at 80 samples/cycle [3]. 
           With the implementation of IEC 61850 
communication for the RTDS Simulator, all signals 
are passed to and from the protective relays via a 
separate station bus and process bus both based on 
Ethernet. The IEC 61850 GOOSE/GSSE facility 
described in this paper allows up to 32 binary inputs 
and 32 binary outputs to be provided to as many as 8 
different IED‟s (e.g. relays) from one device. 

Therefore the trip and reclose signals plus the breaker 
status signals for the double ended line protection tests 
can be provided by one Ethernet connection 
representing a single station bus. An added Ethernet 
connection is required for a process bus to pass up to 8 
sampled value (analogue) signals to each relay. A 
double ended line protection test setup using IEC 
61850 is shown in Fig 2. In the figure, the GTNET-SV 
is used for the IEC 61850-9-2 interfaces and the 
GTNET-GSE provides the GOOSE/GSSE interface. 

 
Fig. 2. Test Setup with IEC 61850 Connections 
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III. ADVANTAGES 

           There are a number of advantages to using an 
IEC 61850 interface for simulation testing compared 
to using traditional electrical interfaces. An obvious 
advantage is the ability to test IEC 61850 based 
systems that cannot be tested using traditional 
electrically interfaced simulators. The use of IEC 
61850 in installations is increasing [4], and it is 
important to be able to test these devices using the IEC 
61850 interface. Also, since a goal of IEC 61850 is to 
provide a comprehensive set of functions [3] to replace 
proprietary protocols, simulation testing can be 
performed on products from different vendors using 
only the IEC 61850 protocol without requiring a 
combination of industry standard and proprietary 
protocols. Elimination of the often large and expensive 
voltage and current amplifiers commonly used in 
simulation testing reduces the size and cost of the test 
setup. This in turn makes it more practical to perform 
testing on larger protective relay schemes rather than 
on individual devices. 
          Another major advantage of using IEC 61850 
for simulation testing is the reduction in electrical 
wiring between the simulator and protection devices. 
Fig. 2 illustrates that when using IEC 61850 for the 
same test system as shown in Fig. 1, the number of 
connections between the simulator and the relays is 
reduced to just 4. In addition, the connections are 
greatly simplified by using an Ethernet connection 
rather than individual wires and by eliminating the 
need for station level breaker status signals. 

 

IV. IMPLEMENTATION OF AN IEC 61850 

INTERFACE FOR SIMULATION TESTING 

            Implementation of an IEC 61850 interface for a 
power system simulator presents interesting challenges 
that are generally different than those present when 
implementing IEC 61850 in typical substation devices 
such as protection relays and circuit breakers.  
          A power system simulator must produce 
reliable, consistent results. The results must be 
consistent each time the same simulation case is run. 
There must be low variability in the input and output 
latency and the latencies must be well understood to 
allow the analysis of simulation results. The input and 
output latency must also be minimized to reduce the 
impact of the interface and allow the widest range of 
delay adjustment within the simulation, if desired. 
Although latency must be minimized, it should not be 
minimized at the expense of variability in latency. Any 
variation in latency affects the confidence in the 
timing measurements of DUT operations, which in 
turn affect the confidence in the simulation as a whole. 

           The start-up operation of a simulation test case 
also differs from other substation equipment. 
Whenever possible, the simulation should require only 
minimal time to start-up and initialize. This reduces 
the amount of time to run a single simulation test case 
and allows multiple simulation runs to be made in the 
shortest period of time. In addition, the start-up and 
initialization time should be as consistent as possible. 
This is because the worst-case initialization delay must 
be „out-waited‟ in order to ensure consistent 

simulation results. The configuration of the simulator 
is also different than most other substation equipment. 
The simulator is frequently reprogrammed to perform 
different simulations. In addition, the simulator is 
frequently started, stopped and restarted. In 
comparison, substation equipment is often set up 
during commissioning and runs continuously for many 
months without changes to the configuration other 
than automatic changes to the settings of the protection 
functions.  
 

A. Hardware 

           The IEC 61850 interface for the RTDS 
Simulator was implemented using a dedicated 
processing platform. The only responsibility for this 
processing platform is to handle IEC 61850 
communications. Using a dedicated processing 
platform for IEC 61850 communications allows 
maximum hardware and software optimization to be 
performed and allows control over input and output 
latency – both the amount and the variability from 
packet to packet. This is because there is no sharing of 
processing or communications resources between the 
protocol stack and other unrelated simulation activity 
as would be the case if the protocol processing was 
integrated into hardware that was utilized for other 
simulation functions. 
     When using a dedicated processing platform, 
overhead due to communications between the platform 
and the rest of the simulator must be fast and efficient 
so that total input and output packet latency is 
minimal. This can be achieved by utilizing a high 
performance FPGA for the interface between the 
protocol hardware and the simulator. Buffering and 
filtering are easily implemented in an FPGA and 
provides an efficient interface for the processor and 
allows more CPU time to be spent processing packets. 
The accurate time-stamping required for IEC 61850-9-
2 is realized by distributing a 1 pulse per second (1 
PPS) to the communicating devices. Implementing the 
1 PPS input time synchronization functions within an 
FPGA eliminates processor overhead and dependency 
on processor interrupt latency. This allows the 
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processor to spend more time processing packets 
rather than synchronizing to the 1 PPS input. A key to 
minimizing the variability in input and output packet 
latency is to reduce the amount of extraneous, 
unexpected processing. The LAN can be a source of 
significant unnecessary processing, but can be 
minimized in most circumstances. The selection of the 
Ethernet media access controller (Ethernet MAC) is 
crucial in minimizing the impact of processing 
unrelated network activity. The Ethernet MAC must 
be equipped with the capability to perform packet 
filtering based on a set of configured addresses. 
Without hardware-based address filtering, each packet 
on the network must be read by the CPU to determine 
if the destination address in the message matches the 
filter criteria. With hardware address filtering, only 
packets with selected destination addresses are passed 
to the processor. Although IEC 61850 does not use 
Ethernet broadcast packets, such packets can be 
present on networks and might affect overall network 
performance. Disabling broadcast traffic during 
simulation runs can provide further optimization. The 
combination of hardware address filtering and 
disabling broadcast traffic reduces the network traffic 
entering to only those packets that are directly 
addressed or requested – there is no extra processing 
even when the network is very active. 
 

B. Software 

            The RTDS Simulator implements IEC 61850 
GOOSE, GSSE and 61850-9-2 Sampled Values under 
an off-the-shelf real time operating system (RTOS). 
By utilizing a RTOS with a rich suite of development 
tools, performance can be easily assessed and 
optimized. Fig. 3 shows a capture by one of the RTOS 
tools and shows the processing of a single received 
GOOSE message. From this capture the approximate 
processing times, the number of context switches, and 
all operating system calls such as semaphore and 
message queue activity can be determined. This type 
of capture can be used to analyze and optimize the 
processing of packets. 
        A third-party IEC 61850 protocol stack was 
chosen to allow development time to be spent on 
integration and optimization rather than the 
implementation of intimate details of the protocol. Full 
source code was provided with the protocol software 
so that it was possible to verify the protocol processing 
was implemented efficiently. The IEC 61850 protocol 
covers a wide range of functionality from relatively 
interface related station level reporting of system 
values and status to the very fast process related 
station level GOOSE/GSSE messaging and the process 

bus transmission of sampled values. Implementing 
multiple types of messaging at the same time can 
cause slight unexpected latencies. Since variability of 
latency must be minimized in a real time simulator,  

 
Fig. 3. GOOSE Reception analysis using RTOS Development Tool 

           each IEC 61850 interface device only runs one 
type of messaging at a time. For example, a single IEC 
61850 interface device can run GOOSE/GSSE or 
61850-9-2 sampled values, but not both at the same 
time. No interface related station level messaging is 
supported while running GOOSE/GSSE or 61850-9-2 
sampled values to avoid any possibility of affecting 
latency. If required, multiple IEC 61850 interface 
devices can be simultaneously connected to the 
simulator to provide the different types of messaging, 
while still providing excellent protocol performance. 
 

C. Configuration 

          Digital simulators are commonly programmed 
for an application every time a simulation case is 
downloaded. For this reason, all details for the IEC 
61850 interface must be determined prior to 
downloading a test case. When using simulators in 
batch mode, it must be possible to easily change all 
simulation parameters from a script file. IEC 61850 
configuration of the simulator is easily accomplished 
using the IEC 61850 SCL features described in IEC 
61850-6 [3]. 
      SCL is an extensible markup language (XML) 
based description language used to describe IEC 
61850 IED configurations and communications. A 
single SCL file can contain a configuration and 
description of each IED so that the overall simulation 
configuration can be stored in a single SCL file. An 
IEC 61850 system engineering software package is 
used to modify the system configuration and generate 
an SCL file to be read by the configuration software 
for each connected IED. The system configuration 
function can be performed by many different system 
engineering tools since SCL is not proprietary. The 
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compiler for the RTDS Simulator reads SCL files to 
determine the configuration and connections for the 
IEC 61850 interface. An SCL file can be generated for 
each test scenario and can be selected through 
simulator scripts. This allows compatibility between 
IEC 61850 and the simulator batch mode operation. 
Some IEC 61850 stacks provide advanced features 
such as the automatic discovery of multicast 
destination addresses used by remote IEDs to simplify 
configuration. These features should be avoided for 
simulation testing if they affect the deterministic 
operation of the IEC 61850 interface or if they 
increase initialization time at the beginning of 
simulation. Automatic discovery of multicast 
addresses requires the IEC 61850 interface to process 
all multicast traffic on the network until a multicast 
message is received from the designated remote IED. 
This increase in processing can cause undesirable 
variations in input and output latency, and must be 
avoided in a simulation testing environment 

 

V. CONCLUSIONS 

          An IEC 61850 messaging capability was 
successfully developed for the RTDS Simulator. The 
hardware implementation, referred to as the GTNET, 
is capable of providing both binary input and output as 
well as sampled value output for voltage and current 
signals. Great care was given to ensure that the system 
was deterministic in nature and able to operate error 
free in conjunction with real time simulations. Both 
the hardware and software used were optimized to 
ensure that unacceptable delays were not introduced 
when starting and stopping simulation cases. A 
number of advantages were realized through the 
development of the IEC 61850 messaging capability 
for the RTDS Simulator. First it created the capability 
for closedloop testing of newly compliant protection 
devices. Second it greatly reduced the number of 
physical connections that had to be made between the 
simulator and the protection system. For the example 
illustrated in Fig. 1 and 2, the number of connections 
was reduced from 30 to just 4. Third, it was no longer 
necessary to provide breaker status signals using 
potential free contacts. Finally when using IEC 61850-
9-2 sampled values, the need for power amplifiers was 
eliminated, simplifying the test setup and greatly 
reducing the cost. 
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Abstract- Wind energy is the main installed type of renewable 
energies in Germany. Wind farms owner gets a fix payment for 
the generated energy. This payment is much higher than the 
average variable costs of conventional power plants. Wind farms 
do not participate at voltage control till now. Although, they can 
supply reactive power into the network. In this study it is 
assumed, that there is a reactive power market. Large wind farms 
are connected to high voltage networks. It is shown, that fed 
reactive power from wind farms can contribute to minimization 
of the network losses in high and very high voltage networks. This 
fed reactive power leads to reduction of the complete demanded 
reactive power to support the voltage control by strong load too. 
Thereby, a part of costs of transmission system operator will be 
saved. These saved costs can be a contribution to reduce the fix 
payment of the generated energy of wind farms.  
 

I. INTRODUCTION 

Today, renewable energy plays an important role in energy 
supply. In some fields the development is still growing, 
especially at wind energy. It is to be expected, that the installed 
wind power in Germany until 2020 reaches 60 % of the 
German total load [1].  

In Germany the renewable energy is extra supported by a 
governmental act (Renewable Energy Sources Act; EEG) [2]. 
Thus, wind farms owner gets a priority feed-in into the 
network, where transmission system operator (TSO) must take-
over the energy. Based on EEG and before the appearance of 
wind energy trader, the TSO has to pay a fix payment (EEG 
payment) to wind farms owner for the generated energy (Fig. 
1). This payment is much higher than the average variable 
costs of conventional power plants.  

TSO is responsible for a sure operation of the electrical 
network. Therefore, he has to support the voltage control [3]. 
TSO gets a part of the demand reactive power to support the 
voltage control from the conventional power plants (CPP). In 
this study it is assumed, that there is a reactive power market. 
Thus, the TSO has to pay to the CPP owners the price of 
delivery of reactive energy (Fig. 1).  

TSO is responsible for energy transmission between power 
stations and load. The transmission of the electrical energy 
causes network losses. TSO gets the demanded active energy 
to cover the network losses from CPP. TSO has to pay to CPP 
owners the price of the demand active energy to cover the 
network losses (Fig. 1).  

 

The TSO forwards the cost based on EEG (EEG payment), 
cost of delivery of reactive energy to support the voltage 
control and the cost of cover of network losses to the 
customers (Fig. 1). These costs are a part of network access 
price. 

 
 

  

 

 

 

 

 

 

 

 

 
 

Figure 1. Observed money flow 
 

II. PARTICIPATION OF WIND FARMS AT VOLTAGE CONTROL  

Modern wind power plants are implemented either with 
double fed induction generator or synchronous generator in 
combination with full-converter. These two types of wind 
power plants can supply reactive power into the network [4, 5]. 
New planned large WF are to be connected to the high voltage 
network [1]. These large WF do not participate at voltage 
control till now. In this study it is investigated, which 
economical benefits can be caused to the customers, by 
reducing the access price, through participation of large WF at 
voltage control.  
 

III. TEST MODEL 

The test model consists of a 380-kV- and two subordinate 
110-kV-networks (Fig. 2 - 4). To the first 110-kV-network, 
200 MW wind power are connected in four WF. These WF are 
implemented with double fed induction generators. To the 
second 110-kV-network, 700 MW wind power are connected 
in eight WF. These wind farms are implemented with 
synchronous generators in combination with full-converter. 
Total strong load of the network is 4.2 GW. Utilization period 
of WF is 1810 h/year and 6600 h/year of the load. 
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Figure 2. 380-kV-network    
 

 

 
 
 
 
 
 
 
 
 
 

Figure 3. The first 110-kV-network 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 4. The second 110-kV-network 

IV. TEST RESULTS 

In this study, the two types of wind power plants (all 
attached WF) supply reactive power into the network. The 
network losses and the complete demanded reactive power to 
support the voltage control are compared with and without 
reactive power supply of WF. The network is tested for 
different load and wind velocity cases. In this paper, only two 
cases are investigated briefly: a week day in winter by weak 
wind (strong load & weak wind) and a sunday in summer by 
strong wind (weak load & strong wind). In this work, reactive 
power supply are adjusted to get minimum network losses. 

 

A. Strong Load & Weak Wind 
By strong load, inductive reactive power is required to 

support the voltage control. In this study, this necessary 
reactive power is delivered from CPP at 380-kV-network. WF 
are connected to 110-kV-networks. Thus, a part of the 
necessary inductive reactive power for the voltage control can 
be fed from these WF locally. Thereby, overhead lines and 
transformers can be released from a part of the transmitting 
inductive reactive power. Thus, the complete fed reactive 
power of WF and CPP is less than the fed reactive power of 
CPP alone (Fig. 5). E.g. the fed reactive power can be reduced 
8 % approximately at the time between 11:00 and 12:00 
o’clock. As a result, with reactive power supply of WF the 
network losses can be reduced too (Fig. 6). E.g. the network 
losses can be reduced 6 % at the time between 11:00 and 12:00 
o’clock.  
 

 

 

 

 

 

 

 

  
Figure 5. Complete delivered reactive power 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. Complete network losses 

B. Weak Load & Strong Wind 
Early in the morning by weak load and strong wind, the fed 

active power of WF and CPP into the network is larger than the 
load. WF have feed in priority. Thus, many CPP have to be 
disconnected from the network to avoid a power surplus, e.g. 
from 05:00 to 07:00 o’clock the load is very low. Hence, CPP 
G10, G2 and G7 have to be disconnected from the network. 
The CPP, which remain at the network, have to produce the 
necessary (capacitive) reactive power to support the voltage 
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control. Thus, a high reactive power flow can be caused and 
the possibilities to minimize the network losses are limited.  

Reactive power supply of WF offers more possibilities to 
support the voltage control and to minimize the network losses 
simultaneously. Thus, the complete delivered reactive power of 
WF and CPP is larger than the complete delivered reactive 
power of CPP alone in weak load (in the morning and evening, 
Fig. 7). In this case, WF may supply reactive power, only if the 
saved costs of network losses are larger than the more costs of 
delivery of reactive power. Through reactive power supply of 
WF, the network losses can be reduced, e.g. 5 % approximately 
at the time from 11:00 to 12:00 o’clock (Fig. 8).   

 
 

 

 

 

 

 

 

  

 

Figure 7. Complete delivered reactive power 

 

 

 

 

 

 

  

 

 
Figure 8. Complete network losses 

 

C. Economical Benefits by Contribution of Wind Farms to Voltage 
Control for one Year 

Tables I and II show the prices of reactive energy delivery to 
support the voltage control and the prices of active energy 
delivery to cover the network losses. High tariff (HT) prices by 
active energy delivery have to be paid from 08:00 to 20:00 
o’clock on a week day, else the delivered energy should be 
paid in low tariff (LT). 

Through the contribution of WF at voltage control for one 
year, the TSO saves a part of costs of covering of network 

losses (0.52 m€) and a part of costs of delivery of reactive 
energy (0.13 m€). WF owner gets more income (1 m€) through 
delivery of reactive energy, because there is a reactive power 
market.  

 
TABLE I 

PRICES OF REACTIVE ENERGY DELIVERY TO SUPPORT THE VOLTAGE CONTROL 

   Price (€/MVarh) 

Inductive 1  
Reactive 
Energy Capacitive 0.5 

 
TABLE II 

PRICE OF ACTIVE ENERGY DELIVERY TO COVER THE NETWORK LOSSES 

  Price (€/MWh) 

  HT LT 

380 kV 50 50  
Voltage 
Level 110 kV 80 60 

 

D. Economical Benefits for Customers 
In this study, the EEG payment is 87 €/MWh. In addition to 

that, it is assumed, that the total income of WF owner and costs 
of TSO with and without participation of WF at voltage control 
may not be changed. Therefore, the more income of WF owner 
and the saved costs of TSO should be transferred to the WF 
owner as a part of the fix payment (EEG-payment) for the 
observed year. This leads to reduction of the EEG payment. 
Thus, the EEG payment can be reduced from 87.00 to 
85,98 €/MWh (-1,17 %) in the observed year (Fig. 9).  

 
 

 
 
 
 
 
       
 
  
   
 
 

 
 

 
 
 
 
 

Fig.  9. Possible reduction of EEG payment in the observed year 
 
EEG payment should be paid for 20 years. This payment is 

not constant for the 20 years, it has a degression. Thus, this 
payment was 83.76 €/MWh in the year 2007 [2], and the 
delivered energy of wind farms in Germany reached 39500 
GWh in the same year [6]. So based on EEG, customers should 
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pay for this generated energy 3.3 b€. The reduction of EEG 
payment with 1.17 % means that, customers should pay 56 m€ 
less.      

 

V. CONCLUSION 

In this study it is assumed, that there is a reactive power 
market. Wind farms owner gets additional income through 
participation of wind farms at voltage control. This 
participation leads to reduction of network losses and the 
demanded reactive power to support the voltage control by 
strong load. This means, the transmission system operator 
saves a part of the demanded costs to cover the network losses 
and delivery of reactive power to support the voltage control. 
The additional income of wind farms owner and the saved 
costs of transmission system operator can be a contribution to 
reduce the EEG payment, where wind farms owner and 
transmission system operator should have the same income and 
costs with and without participation of wind farms at voltage 
control. Thus, customers pay less for energy of wind farms.  

The new research should help to reduce the EEG payment of 
wind power plants. The new researches show, that wind power 
plants can support the frequency control too [7]. Contribution  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

of wind power plants to frequency control leads to reduce the 
EEG payment too. This reduction is clearly larger than the 
reduction by participation of wind power plants to the voltage 
control.  
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Abstract-Thin films of a polyazomethine (PAZ) were prepared 

from a chloroform solution by spin-coating technique. The 
solution of the polymer was spread on microscopic cover glass and 
quartz under nitrogen atmosphere at room temperature and 

atmospheric pressure. The optical properties of the PAZ were 
investigated at room temperature under atmospheric pressure. An 
absorbance, transmittance and reflectance were determined from 

spectrophotometric measurements. The absorption coefficients 
and bang gap of films material were developed. Surface structure 
of the PAZ thin layer was checked by AFM measurements. 

Thickness of the PAZ thin layer on the glass and quartz were 
determined with ellipsometer at the range from 150 to 220 nm. 

I. INTRODUCTION 

Investigation of a new kinds of organic materials for 
photovoltaic devices were begun because of increasing demand 
of logging energy. Solar panels produced hitherto on industrial 
scale are based on inorganic crystals like silicon. However, 
manufacturing of such devices are still expensive and has 
negative effect on natural environment. For these reasons an 
organic materials for photovoltaic devices are investigated. Use 
of the organic materials are supposed to be very promising in 
photovoltaic devices because of economic reasons and high 
demand of a products [1]. One of the first solar cells which 
could be considered as organic origin was characterized by 
Tang [2]. A thin-film, two-layer organic photovoltaic cell was 
fabricated from copper phthalocyanine and a perylene 
tetracarboxylic derivative [2]. However, no product of 
conducted research has been used in commercial application.  

Among them, much attention is paid to triphenylamine 
(TPA) derivatives because they are promising candidates for 
photo- and electro- luminescence materials. TPA is a unique 
molecule possessing useful function such as redox-activity, 
fluorescence, and transport of positive charge centers via the 
radical cation species. Being efficient hole conductors TPA are 
commonly used us photoconductors. Introduction of 

azomethine moieties (HC=N) in TPA may lead to new 
functional materials based on the synergistic effect of both of 
them. Additionally, polyazomethines are known to display 
interesting thermal, mechanical, electrical, optical and fiber-
forming properties and they are promising materials in 
optoelectronic and photonic application [3]. 

PAZ with TPA in the main chain can be used as one of  the 
layers in organic solar cells. The aim of this article is to 
describe optical properties and texture of thin layer composed 
from PAZ by spin–coating method.  

II. EXPERIMENTAL 

PAZ was prepared from dialdehyde and diamine via high 
temperature solution polycondensation. Properties of the PAZ 
were confirmed by elemental analysis, FTIR and 1H, 13C NMR 
spectroscopy and are described in [4]. Structure of the PAZ is 
shown in Fig. 1. The absorption spectrum of the PAZ in 
chloroform solution was characterized by one well defined 
band at 413 nm being responsible for π-π

* transmission in the 
imine group. PAZ emitted blue light in chloroform solution 
with maximum of emission band at 480 nm under 400 nm 
excitation wavelength [4]. 

Solution to spread on substratum was prepared from PAZ 
and chloroform. Quantity of the used polyazomethine in solid 
state and chloroform was 36 mg and 2 ml, respectively. 
Dissolution of the PAZ was executed at room temperature. 
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Fig. 1. Chemical structure of the PAZ. 
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Basis from microscopic cover glass and quartz were situated 
in ultrasonic washer with deionised water for ten minutes 
period and then were cleaned in solution of deionised water 
and 2-propanol (1:1 relation), toluene, lavaged in deionised 
water and acetone [5].  

The thin layers of the PAZ were spread by spin-coating 
method via drift process on the glass and quartz. To avoid a 
contamination and defects in thin stratum this process was 
carried out at room temperature in atmosphere of nitrogen 
under atmospheric pressure. The values such as rotational 
speed and time of turn were set on 880 turns per minute by 10 
seconds. Two – beam spectrophotometer Cary 5000 was used 
to measure optical properties of the thin PAZ layer. The 
absorption (A), transmission (T) and reflectance (R) 
measurements were performed at room temperature. 

Topography of the surface was tested by an atomic force 
microscope (AFM) in the contact mode. Thickness (d) of the 
layer was measured using ellipsometer at constant angle. 

III. RESULTS AND DISCUSSION 

The absorption spectra of the PAZ film on the glass 
(PAZ/Glass) and on the quartz (PAZ/Quartz) substratum are 
shown in Fig. 2. Maximum of the absorbance was observed for 
both samples at 405 nm. Also, on a spectrum related with layer 
deposited on the glass was noticeable oscillation behavior 
below 260 nm (See Fig. 2). That phenomenon is related with 
crystalline structure of basis. Electromagnetic wave in 
ultraviolet (UV) range was absorbed and converted into 
phonon oscillation in background of the sample based on the 
glass, while for light at that length quartz was transparent. To 
describe dependence of the obtained thin layers form 
substratum two kinds of them have been used. Besides of the 
chemical purification quartz was polished. Therefore 
appropriate prepared basis capacitate to obtained good quality 
of the thin layer. From the analysis of the absorbance spectrum 
it was possible to notice the variation of the thickness layer for 
the glass and quartz, which was confirmed by elipsometric 
measurements 

From transmission (T) and reflectivity (R) measurements an 
absorption coefficient α is calculated according to the equation 
(1) given in reference [6,7], where d is film thickness. The 
typical absorption coefficient plot of the PAZ thin layer on 
glass and quartz at entire energy scale from 1.2 to 6.0 eV is 
illustrated in Fig. 3. An increase of the absorption coefficient α 
was observed on plot from energy value equal to 2.5 eV. 

 
 

(1)                           
T

)R1(
ln

d

1 2

 

 
The absorption edge of the PAZ on the glass and on the 

quartz was observed between 2.5 and 3.0 eV. For 
semiconductor materials it is possible to calculate an energy 
gap (EG) from relation given by formula (2) [8]. 

(2)                  )EE(AE r
G  

 
Where α is absorption coefficient, A is parameter 

independent of photon energy, E, EG represent photon and band 
gap energy, respectively. Index r accepts two values 1/2 or 2 
connected with direct and indirect band to band transition. 
Type of the transition in the investigated material is determined 
by subscript r = 2. Such approach leads to equation (3). 

 

(3)                          )E(f)E( 21  
 
Delimitation value of the energy gap (EG) is determined from 

linear approximation of equation (3), as is mentioned in [8] for 
 

 
 

Fig. 2. Absorption spectra of the PAZ film coated on the glass and quartz. 
 
 

 
 

Fig. 3. Absorption coefficient of the PAZ thin layer on the glass and quartz. 
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amorphous semiconductors. The absorption edge of the PAZ 
thin layer on the glass and quartz is shown in Fig. 4. Value of 
the energy gap for samples deposition on the glass and quartz 
is elevated (2.45 ± 0.02 eV). 

Energy gap (EG = 2.45 eV) of the polyazomethine film on 
the glass and quartz are similar. Insignificant changes into 
value of EG related with amount of the solvent in solution were 
observed. Increasing or decreasing of the band gap about 0.01 
eV was caused by different concentration of the chloroform. 

Characteristic broad and strongest section at the absorption 
coefficient allocated at about 3.0 eV (Fig. 3) is due to inter-
band transition between delocalized states which are related 
with interaction of π-orbitals in the polyazomethine [9]. 

Measurements of the PAZ thickness layer on the glass or 
quartz substratum were performed with ellipsometer equipment 
working  at constant angle. Real refraction coefficients (n) of 
the glass, quartz and polyazomethine layer were required to 
conduct a measurements. Real refraction coefficient n = 1.42 of 
the PAZ was estimated from equation (4) [10], where k, R are 
imaginary refractive and reflection coefficient, respectively. 
 

(4)                  0)(k ,
R1

R1
n  

 
Thickness of the thin PAZ layer on the glass and quartz was 

changing from 150 to 220 nm (Table I). About 50 nm variation 
of width between the PAZ spread on the glass and quartz were 
noticed. Difference in thickness of the PAZ films are related 
with used basis and technological parameters of the spin-
coating method. 

Atomic force microscope (AFM) was used to describe 
surface structure of the PAZ. Images of the PAZ on the glass 
and quartz are represented in Fig. 5. Relatively homogenous 
and smooth surface for the PAZ coated on the glass and quartz 
 

 
 

Fig. 4. Absorption edge of the PAZ thin layer on the glass and quartz. 

TABLE I 
THICKNESS OF THE POLYAZOMETHINE (PAZ) THIN LAYER 

Code Thickness of layer, d    [nm] 

PAZ/Glass 200 218 203 208 211 

PAZ/Quartz 155 162 155 157 154 
 
 
films was observed by AFM. Characteristic granulation is 
typical for the polymers thin layers and also agglomerates are 
visible in Fig. 5. Scale of the granulated polymers 
concentration are related with a porosity of the substratum and 
technological parameters implemented to spin-coater 
equipment. 
 
 

 

 
 

Fig. 5. AFM images (5 x 5 μm2) of the a) PAZ/Glass and b) PAZ/Quartz. 

PUBLIC
 R

ELE
ASE

PREPRIN
T



IV. CONCLUSION 

Spin-coating method appeared to be an effective tool to 
prepare good quality of the polyazomethine (PAZ) thin layer. 
Optical properties such like the energy gap was obtained in 
typical way for the amorphous semiconductors. The 
technological parameters have influence on the energy gap, 
thickness and surface structure of the investigated 
polyazomethine. Presented results seem to be helpful to better 
understanding of the physical properties of that 
polyazomethine. It can be concluded that the investigated 
polyazomethine  is an amorphous semiconductor with the wide 
energy gap. Therefore such polyazomethine with the TPA in 
the main chain could be used to produce photovoltaic devices. 
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Abstract- In this paper a new concept for a space charge 
transport through a solid placed between the two electrodes is 
presented. The effect of the light on the electric field distribution 
and on the shape of current – voltage characteristic is determined. 
For a space charge distribution some new singular solutions are 
obtained. In this paper it is found that the system can act as a 
blocking diode.  

Keywords: double injection, space charge, trapping levels.  

I. INTRODUCTION 

One of the fundamental problems of a macroscopic theory of 
electric conduction is to find the total concentration of charge 
carriers in a solid placed between the two electrodes. In this 
paper, we will assume that the divergence of the electric field 
distribution   will be defined by the total concentration of 
carriers. Also, we will suppose that the contact processes have 
an influence on the shape of the electric field distribution, 
which corresponds to a current – voltage characteristic. 
The purpose of this work is to find a shape of a current-voltage 
characteristic  )(VJ  of the metal – solid – metal system. 

 
2. THE  MODEL 

In this paper, for an orbital electron in the given atom, we will 
assume that the total energy (the sum of the positive kinetic 
energy and the negative potential energy of the electric field of 
the positive nucleus) is negative and that the zero reference 
level is at a finite distance from the nucleus. In the case of an 
isolated atom the total energy of an orbital electron is negative 
for any distance from the nucleus. When an orbital electron 
absorbs a portion of the kinetic energy of a photon or a phonon, 
the total energy of the electron increases. The inverse case is 
when an orbital electron can lose a portion of the total energy. 
This is caused by the Coulomb force interaction between the 
orbital electron and the positive nucleus. Let us take into 
account the two valence electrons of an isolated atom. When 
this atom is packed into a solid, these electrons can occupy the 
higher energy state. Next, when a portion of the kinetic energy 
is given to the two valence electrons, these electrons can 
become free. The two empty energy states (which are left by 
the electrons) represent the two holes. Between the zero and 
valence levels many energy states (the trapping states) are 
available for the holes and for the electrons. When an orbital 
electron absorbs a photon, this electron can pass from the 
valence level to the zero level via trapping levels. The inverse 
case is when an orbital electron can pass from the higher 
trapping level to the lower trapping level and an energy portion  
is emitted Analogously, we are known as the allowed 
transitions for the trapped holes. Such the allowed electron – 
hole transitions are called carrier generation – recombination 

processes. When an external electric field supplies the different 
kinetic energy to the two adjacent atoms  the trapped electron 
can pass from trap to trap in the given trapping level. When the 
external electric field is applied the electron can pass from the 
cathode into a solid. Moreover, this electron can become free. 
Similarly, the hole injection occurs when the valence electron 
can pass from the bulk into the anode and the valence state is 
empty. When the external electric field gives a portion of 
kinetic energy to the valence electron of an adjacent atom, this 
electron can pass from the atom to the given atom and can fill 
the empty state on the valence level. The metal-solid-metal 
system will be represented by a planar capacitor system 
( Fig.1). With these above assumptions we can  find the electric 
field  distribution  )(xE  and a current-voltage characteristics 

)(VJ  , here, J is the current density and V is the applied 
voltage. In order to find these functions, we have to define the 
boundary functions describing the mechanisms of carrier 
injection from the anode and the cathode into the bulk [1-7]. 
 

J

V

R

+ _

0 L x

the metalthe metal

the bulk

R   the external resistanceε
vq vq the space charge density

SV

SV the source voltage

 Fig.1 A planar capacitor is connected with an external 
resistance and a voltage source. Here, (+ -)   denote the 
terminals of a voltage source. 
 

3. DISCUSSION and CONCLUSIONS 
 When carrier generation processes are dominant, the electric 
field intensity satisfies a homogenous equation. Upon these 
conditions there exist two singular particular solutions as well 
as the general integral. Additionally, when the boundary 
functions are strongly increasing, we ascertain that there exists 
a set of values of applied voltage V  in which the current 
density   is not defined. This property denotes that the whole 
system acts as a solar cell, Also, we see that the  )(VJ  curve 
is strongly increasing and there can be ( ) 0J V ≡  . Therefore, 
the system acts as a perfect blocking diode and a voltage 
stabilizer. Also, this mathematical property corresponds to a 
solar cell. 
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Abstract— This paper deals with three problems in closed 
loop distribution systems. The first problem is how to detect 
and identify the faulty section after a short-circuit fault is 
successfully isolated by the protection system. The second 
problem is how to identify a section affected with undetected 
open-circuit fault. A novel circuit is suggested in this paper to 
solve these two problems. The third problem addressed in this 
paper is the undetected short-circuit fault which may lead to a 
complete shut down of the substation. An effective 
modification in the trip circuits of the relays protecting the 
main feeders of the closed loop is suggested to minimize the 
occurrence of this problem. The validity of the proposed 
circuits is checked against the specifications of the available 
equipment used in the network. 

 
Index Terms-- Distribution networks, open-circuit faults, 

Fault identification, fault detection. 

I. INTRODUCTION 
istribution systems being the largest portion of 

the whole network, diagnosis of faults becomes a 
challenging task. Faults in distribution systems effect power 
system reliability, security and quality. Accurate fault location 
minimizes the time needed to repair damage, restore power 
and reduce costs. The application of traditional fault location 
techniques that use fundamental voltages and currents at line 
terminals for distribution lines with tapped loads is difficult 
[1]. 

A fault or a disturbance, which leads to high values of line 
currents, is generally detected by the protective devices and 
faulty section is isolated using re-closures and/or circuit 
breakers. However, the location of the fault and identification 
of the fault are normally not known.  

The system restoration can be expedited very fast if the 
location of fault is known or can be estimated to some 
accuracy. Hence, faults in a distribution system have to be 
detected instantaneously, irrespective of whether they are of 
permanent or temporary nature, to isolate only faulty section. 
Identifying the fault section, forming part of fault diagnosis 
aiming at minimizing the maintenance and repair time. 

In the last few decades, considerable amount of work has 
been done in the area of fault diagnosis particularly to the 
radial distribution system. The techniques used with systems 
fed from two ends or ring systems are very limited since the 
protection of such systems is more complicated [2].  

Many standard techniques are based on algorithmic 
approaches but some latest techniques involve the use of 

Artificial Intelligent (AI) such as Artificial Neural Network 
(ANN). A brief review of some of the fault location 
techniques can be found in [3]. Most of the ANN based fault 
location techniques relied on the information about the status 
of circuit breakers and relays. A brief comparison of various 
analytical techniques with ANN in transmission system fault 
location is provided in [4]. Artificial neural networks, when 
applied directly to fault diagnosis problem utilizing the time 
variation of fault current as input signal, suffer from the large 
CPU time required for the training and also dimensionality of 
the network. Hence, some preprocessing technique is required 
to reduce input data set. 

The Wavelet Transform (WT) theory provides an 
effective way to examine the features of a signal at different 
frequency bands. These features may be essential for pattern 
recognition. Hence, it is well suited for the fault identification 
and classification in the power systems [5-6].  

For open circuit fault detection, there are different 
techniques. Most of these techniques are designed for 
overhead distribution networks. One of the algorithms used to 
detect open conductor is the technique developed by Lee and 
Bishop from Pennsylvania Power and Light (PP&L) in USA 
[7]. They developed a prototype Ratio Ground Relay for the 
detection of broken conductors.   This relay depends on the 
ratio setting between the zero sequence current components 
and the positive sequence current component.  

Another algorithm is developed to identify and locate 
downed conductor fault case by monitoring the voltage 
unbalance along the distribution feeder. As the system 
measures the unbalance voltage at various points so it could 
give indication of the fault place [8].  

Considering the extensive size of the network, these tasks 
can be effectively achieved through implementing systems 
utilizing the available high-speed computer and 
communication technology. The Institute of Electrical and 
Electronic Engineers (IEEE) has defined Distribution 
Automation System (DAS) as a system that enables an electric 
utility to remotely monitor, coordinate and operate distribution 
components, in a real-time mode from remote locations [9]. 
The DAS is based on an integrated technology, which 
involves collecting data and analyzing information to make 
control decisions, implementing the appropriate control 
decisions in the field, and also verifying that the desired result 
is achieved. The software acquires the system data (both static 
and dynamic) and converts it into an information system. The 
engineering analysis software provides the control decision 
utilizing the system information. The decision making feature 

D 
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of the distribution automation distinguishes it from the normal 
Supervisory Control and Data Acquisition (SCADA) system 
[10]. However, such systems may not be accepted because of 
its high expenses.  

This paper takes part of the Kuwait distribution system as 
a case study. It deals with three types of problems related to 
closed loop distribution systems.  

Two problems are investigated in Section III. The first 
problem is how to identify successfully the faulty section after 
a short-circuit fault is successfully detected and isolated by the 
differential protection system. Under such condition, the 
affected section is not easily identified. The second problem is 
related to permanent open-circuit fault which is not detected 
by any protection system and hence its section is not also 
identified. A novel circuit is suggested in section III in order 
to solve these two problems.  

The third problem addressed in the paper is related to the 
permanent short-circuit fault which is not detected by neither 
the differential relay nor the overcurrent relay, but isolated by 
the earth fault relay of the high voltage-side.  Such a fault 
results in a complete shut down of the substation. An effective 
modification in the relays trip circuit is suggested to minimize 
the occurrence of such a problem and it is covered in section 
IV of this paper.  

The performance of the proposed circuit is compared with 
the equivalent Distribution Automation System (DAS). The 
proposed circuit proves a similar performance as DAS with 
minimum cost.   

The problems studied are described by the electrical field 
engineers and are investigated using ASPEN-OneLiner 
simulation program, V9.7 [11]. ASPEN OneLiner is a PC-
based short circuit and relay coordination program widely 
used by protection engineers.  

II. THE NETWORK UNDER STUDY 
A typical 132/11 kV from Kuwait distribution network is 

shown in Fig. 1.  It contains closed loops with different sizes. 
Every substation (represented with solid circle in the figure) 
contains three 1000 kVA transformers.  The distances between 
the substations are shown on the drawing. The most right-hand 
side closed loop is taken as a case study. Differential 
protection is the applied protective system for every section of 
the loop. Only the main feeders (F1, F2, and F3) outgoing 
from the station are protected by additional overcurrent relays. 

III. IDENTIFYING A FAULTY SECTION 
The objective of this part of the paper is to fast identifying 

the faulty section – in a similar way like DAS – but with a 
minimum cost system. The key of the proposed circuits is to 
get use of the spare wires of the pilot cable - associated with 
the differential relays - to transmit certain information related 
to the affected section to a PLC (Programmable Logic 
Controller) unit in the main 132/11 kV station. Usually, the 
pilot wire consists of about 16 pair of wires. In many cases, 
only one or two pairs are used where the others are spare. 

The input of the PLC for the studied network consists of 
eight analog inputs. Information from a limited numbers of the 
loop's CBs (and associated relays) are required. Only the 
auxiliary output-contacts of the circuit breakers (and its 
associated relays) represented with solid rectangular in Fig. 2 
are needed in the proposed circuit. The eight input signals are: 
four "Normally-Close" (NC) output contacts from the CBs 
represented with solid rectangular plus four auxiliary 
"Normally-open" (NO) output contacts of its associated relays. 

 

 
 

Fig. 1 A typical Distribution Network 
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The Normally-close auxiliary output contact of any circuit 
breaker will become "close" only if the circuit breaker's status 
becomes "open".  On the other hand, the auxiliary (NO) output 
of the relay – which is controlled by the relay algorithm – will 
become "closed" only if the current through the protected 
feeder drops to zero provided that the CB contacts are still 
closed. 

The last condition is necessary to differentiate between 
the zero current resulting from a normal feeder opening and 
the zero current resulting from undetected open circuit fault. 

The PLC unit processes the received information and 
sends SMS message through a modem to a GSM cell phone. 
The data included in this message informs the maintenance 
team about the faulty section. The exact fault location within 
the identified affected section is determined later - off line- 
using any of the common used cable tracers.  

  

 
 

Fig. 2: Identifying an open circuit section from both sides 
 

A. Locating a Detected Short-Circuit Fault 
In this case, we assume that there is a short circuit fault 

which is detected and isolated by the differential protection. 
The faulty section in this case will be opened from both sides 
after clearing the fault. For example, for the fault occurred in 
the section between substations H75 and H53 as shown in Fig. 
2, the differential protection system detects this fault and 
isolates the affected feeder. The two circuit breakers: CB5 and 
CB6 will then be opened after clearing the fault.   

The costumers will not be affected by opening the faulty 
feeder since the system is originally fed from more than one 
point. The problem is that the utility maintenance teams will 
not also feel that there is a fault that has occurred and cleared 
in that loop or in that section. The only available information 
which may be useful to attract the attention of the maintenance 
team to that loop is the disturbance in current distribution in 

the three main feeders (F1, F2 and F3) shown in Fig. 2. These 
currents are monitored by the supreme control center. The 
maintenance team usually depends on this sole information – 
current disturbance - to predict the location of affected loop 
and the opened feeder. In many cases, this variation in the 
current distribution doesn't give a clear indication about 
neither the affected loop nor the affected section. The 
maintenance teams in many cases have to search for it from a 
substation to another.  

In the proposed circuit, the status of the "normally-closed 
auxiliary contact" of the selected CBs is transmitted to the 
PLC unit at the substation through the spare wires of the pilot 
cables. For example, the status of the auxiliary contact of CB5 
(see Fig. 2) is transmitted to the main station M using spare 
wires of two pilot cables: a spare pair from the cable between 
"H75 and H33" and then the spare cable between "H33 and the 
main station, M". Only a junction between the two spare wires 
is required to be added to facilitate this operation.   

Once a fault is cleared, the status of the NC auxiliary 
contact of CB5 will be changed from "open" to "close". 
Consequently, SMS message will be forwarded to a certain 
cell phone number stored in the PLC program. The 
maintenance team is easily informed about the cleared fault 
and hence the faulty section is identified.  Any other detected 
short circuit fault is identified in a similar way.   

An alternative method for identifying the faulty section 
needs an RTU in each point in the loop plus an efficient 
communication network between all the load points. Other 
alternative techniques which depend on calculating the fault 
distance are not easily implemented with closed loop systems. 
The main feature of this technique is to instantaneously 
identify the faulty section – like DAS - but with minimum 
additional cost added to the existing system (the cost of only 
one PLC unit per substation). It saves a lot of time and efforts.  
 

B.  Locating an Undetected Open-Circuit Fault 
Open conductor (downed conductors) from the point of 

view of distribution utility is a public hazard in the main 
consideration. It is not a system operation problem since the 
system could continue without disconnecting such fault 
[12,13].  

The second fault scenario studied in this paper is to have 
an undetected open circuit fault. This may happen as a result 
of a cut in the power cable. In this case, the power cable (and 
may be the pilot cable as well) is opened but the circuit 
breakers of the faulty section - at both sides - are kept closed.  

The only available indication showing that there is a 
problem is the disturbance in currents distribution in the three 
main branches of that loop (F1, F2 and F3 in Fig. 2). 
However, this information is not guaranteed as the variation in 
the currents may be very small.  It is not always easy to 
identify the affected section based on these current readings. 
Again, even if we got information about the disturbance in 
certain loop, this information can't tell us about the faulty 
section in the affected loop specifically. The maintenance 
crew has to go through the stations to check the status of the 
breakers. Inspecting the location of faults is done with manual 
intervention and are rectified in a time consuming way. For 
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some faults, it takes a long time and a lot of costs to solve the 
problem. 

With the proposed circuit under such condition, the PLC 
unit will receive a signal from the NO auxiliary contact of the 
relay associated with the faulty section once the current in that 
section drops to zero and provided that the status of the CBs is 
not changed. The case is then identified as "undetected open-
circuit fault".  

For example, if undetected open circuit fault is assumed 
on the section between stations H38 and H53, then the NC 
auxiliary contact of CB-8 will be kept "open" while the 
auxiliary NO contact of relay-8 will be changed to "close" 
status.   

IV.  AVOIDING UNNECESSARY COMPLETE SHUTDOWN 
The third problem addressed in the paper is to have a 

permanent short circuit fault which is not detected by any of 
the protection systems in the low-voltage side (neither 
differential nor overcurrent protection) but it is isolated by the 
transformer standby-earth fault relay located at the high 
voltage side. In this case, not only the faulty loop will totally 
be disconnected but also all the other healthy loops supplied 
from the same bus bar at the substation (complete shut down).  

There several reasons for such a problem. In some cases, 
there is a poor discrimination between the 132/11 kV 
transformer primary overcurrent relay and overcurrent relays 
protecting the outgoing feeders. A typical case is shown in 
Fig. 3.  

The differential protection can't detect such a fault as it 
occurs directly on the bus-bars of substation H53. The phase 
overcurrent protection (OP's) for the three main feeders will 
all trip to isolate the fault.  
It can be seen from Fig. 3 that there is a very short time gap 
between the transformer primary OC relay operation (2.71 
sec) and the relay of  feeder FD1 (2.69 sec.). There is a degree 
of uncertainty in knowing which one will trip first. In many 
cases, both operate at the same time. This coordination 
problem is one of the reasons that lead to unnecessary 
complete shutdown of the station. 

In some other cases, especially with a single line to 
ground fault, there is a probability that one of the three 
overcurrent relays (F1, F2 and F3) may fail to detect the fault. 

This case is also expected if the fault occurred while only two 
of the three 132/11 kV transformers are in service or if the 
fault occurred through a fault resistance. Under such 
conditions, the sensitivity of the relay will be reduced. The 
fault current will find a path to the fault point even after 
disconnecting the other two relays. If this fault persists for 
long time, the transformer standby earth fault protection - 
installed in the transformer neutral connection - will trip the 
main transformer.  

Usually, all the three 132/11 kV transformers are 
connected in parallel with common standby earth fault relay. It 
means that the station will be completely shut down under 
such conditions. 

The principle of the proposed solution is based on the fact 
that if a fault in any section is detected by the corresponding 
differential relay, then none of the overcurrent relays R1, R2 
and R3 (see Fig 4) will operate.  On the other hand, closing the 
contacts of any of the three overcurrent relays R1 or R2 or R3 
means that the differential relay for a certain section failed to 
operate. 

The idea of the proposed solution is to accelerate the trip 
of the other two loop breakers as soon as a fault is detected by 
any one of the three OC relays. The three CBs will trip 
simultaneously once any relay contacts is closed as shown in 
Fig. 4. This will partially prevent the condition of feeding a 
fault from un-tripped feeder and consequently avoid the 
complete shutdown.  

V. CONCLUSIONS 
This paper presents a practical field experience with 

Kuwait distribution networks.  Novel circuits for identifying 
the faulty section in case of detected short circuit fault and 
undetected open-circuit fault are presented. Another circuit is 
presented to avoid the problem of shut down of the whole 
132/11 KV station. The proposed-circuits reduced technical 
and commercial losses, lower electric service restoration time, 
reduce the equipment damage, and enhanced power quality 
and reliability. These circuits succeeded to fulfill many tasks 
of DAS systems with almost neglected cost since it saves the 
cost of communication network and the cost of the RTUs 
required at each load point. 
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Fig. 3: Three line to ground fault at Bus-bar H53. 
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Fig. 4: The modified trip circuit 
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Charcoals Used as Electrode Material in 
Supercapacitors

B. Szubzda, R. Kulinski,
Electrotechnical Institute Division of Electrotechnology

and Materials Science
M. Sklodowskiej-Curie 55/61

Wroclaw, Poland

Abstract- In  this  paper  we  have  been  described  biomimetical 
structured charcoals based on acacia, sycamore, coconut and pine, 
in  which  capacitance  arises  in  consequence  of   separation  of 
charges  in  electrode/electrolyte  interface  (so-called  electrical 
double layer),  due to it's  biomimetical  structure,  are proven to 
have high porosity and capacitance.
Influence of biomimetical structure on supercapacitive behaviour 
has  been  tested  by  cyclic  voltammetry,  galvanostatic  charge-
discharge and self-discharge tests.

I. INTRODUCTION

During whole history of mankind people were trying to draw 
inspiration from the nature to make their  lives better.  In  the 
middle  of  XX  century  this  tendency  lead  to  rise  of  a  new 
interdisciplinary field of science – biomimetics. So far a large 
amount of new materials has been discovered e.g.: very light 
biomorphic  cellular  ceramics  with  high  thermal  and 
mechanical  strength  [1],  artificial  bones  made  from 
hydroxyapatite [2], SiOC cellular ceramics used in biomedicine 
and electronics [3], or lightweight, porous ceramics structures 
for catalytic use [4, 5].

In recent years investigations on a new type energy storage 
device,  so-called  supercapacitor,  has  been  carried  out 
intensively.  In  supercapacitor  high  surface  area  of  porous 
carbon electrode and the phenomenon of electrical double layer 
at electrode interface is used to obtain high capacitance, power 
and energy density.

The natural structure of a living tree found to be very porous. 
This  natural  porosity  is  connected  with  existence  of  special 
tissues responsible for a transport of water and soluble mineral 
nutrients from the roots to the rest  of the plant. This natural 
porosity  can  be  used  to  obtain  an  interesting  material  for 
supercapacitor electrode. 

In  this  paper  different  types  of  pyrolyzed  and  activated 
woods was tested as an electrode in supercapacitor.

II. EXPERIMENTAL

A. Preparation of pyrolyzed and activated charcoals
Previously cutted out and prepared raw samples of four types 

of trees: acacia, sycamore, coconut and pine were carbonized 
in  tubular  furnace  in  controlled  atmosphere  of  Ar gas  for  2 
hours  at  1100  ºC.  Then  samples  were  activated  by  treating 
solid  KOH  at  700  ºC  for  90  min.  The  initial  amount  of 

substrates  in  weight  relation  was  1.0  KOH  /  0.25  wooden 
substrate.  Charcoals  produced  that  way was  then  formed  in 
defined shapes and weighted.  

B. Electrochemical tests
Previously cutted out and prepared, raw  samples of charcoal 

was tested as supercapacitor electrodes; 1M solution of H2SO4, 
and 6M KOH were used as an electrolyte. All measurements 
were made in  five electrodes  system using a device ATLAS 
0531  Electrochemical  Unit  &  Impedance  Analiser.  The 
reference electrode was saturated calomel electrode. 

The range of taken tests:
• Cyclic voltammetry
• Galvanostatic charging and discharging
• Self-discharge tests 

III. RESULTS AND DISCUSSION

A. Cyclic voltammetry
Cyclic voltammetry measurements was carried out at a rate 

of potential increase 1 mV/s to the value of 1.1 V, back to the 
zero, and then for a negative potential equal -1.1 V and again 
back to zero.

Analysis of  the shape of voltammetric curve (CV) gives an 
information  about  electrochemical  phenomenon  in  system, 
especially about electrodes phenomenon, resistance of system 
and  dynamics  of  electrical  double  layer  charging  and 
discharging.  The width of hysteresis  loop corresponds to the 
ability  of  electric  charge  accumulation  and  is  a  basis  of 
supercapacitor  capacitance  calculation.  Fig.  1a,  1b,  1c,  1d 
shows  CV  for  different  types  of  charcoal,  before  and  after 
activation in 1M H2SO4 and 6M KOH. 

Activated  charcoals  are  seemed  to  have  wider  hysteresis 
loop, than charcoals before the activation, for both acidic and 
basic  electrolyte.  Also  the  current  response  are  considerably 
higher than in charcoals before the activation.  

B. Galvanostatic charging and discharging
Galvanostatic  charging  and  discharging  measurements  are 

very helpful  in calculation of  supercapacitor  capacitance.  To 
charge and discharge the supercapacitor forced, constant
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Figure 1. Diagram of cyclic voltammetry for (a) acacia , (b) sycamore, (c) 
coconut, (d) pine; scan rate 1 mV/s. 

current  was  held  and  the  time  when  potential  between  cell 
electrodes reach previously fixed value was the variable. In this 
case  the  current  value  was  set  as  1/5  of  absolute  value  of 
potential, e.g. if potential was set as 600 mV, current was 120 
mA. The supercapacitor was charged and then discharged for 
the following values of cell potential: 100, 200, 300, 400, 500 
and 600 mV. 

Results  of  galvanostatic  charging  and  discharging 
measurements  was  gathered  in  Table  I.  The  capacitance  of 
supercapacitor  was  recalculated  with  respect  to  the  mass  of 
electrode.

Activation  of  charcoals  are  supposed  to  have  a  great 
influence  on  their  capacitive  bahaviour.  In  all  cases  the 
capacitance is much higher than before the activation, e.g. pine 
(Fig.1d),  where  the  capacitance  is  more  than  hundred  times 
higher.  Also  it  is  worth  to  be  noticed  that  in  6M  KOH 
electrolyte the capacitance is considerably higher than in acidic 
one (with the exception of activated sycamore). 

C. Self-discharge tests
  There are many factors that have influence on the behaviour 
of  supercapacitor self-discharge, e.g. ionic mobility, sort and 
strength of electrolyte, temperature, degree of solvation, factors 
responsible for matching electrolyte and electrode: wettability, 
size of electrode pores, and ions of electrolyte. 

In measurements supercapacitor was charged to the potential 
0,6 V at a rate of potential increase 10 mV/s. This potential was 
forced  for  10 minutes  using external  power  source  and then 
was controlled for the next 11 hours.
The results of measurements was presented in Table II and in 
Fig. 2.

Leakage  current  is  very  important  parameter  in  self-
discharge analysis, it determines the amount of energy needed 
to  sustain  the  electrical  double  layer.  Low  leakage  current 
connected with high capacitance, as in activated acacia,

TABLE I
GALVANOSTATIC MEASUREMENTS - CAPACITANCE OF CHARCOALS IN ACIDIC AND  

BASIC ELECTROLYTE

Sample
Capacitance [F/g]

1M H2SO4 6M KOH

1 Acacia 27,9

2 Acacia - activated 79,9 170,6

3 Sycamore 58,8 -

4 Sycamore - activated 141,6 82,6

5 Coconut - activated 220,8 281,5

6 Pine 3,9 -

7 Pine - activated 475,8 -

PUBLIC
 R

ELE
ASE

PREPRIN
T



TABLE II
SELF-DISCHARGE BEHAVIOUR FOR DIFFERENT KINDS OF CHARCOALS, IN ACIDIC AND  

BASIC ELECTROLYTE

Sample

self-discharge after 
charging to 600 mV

leakage 
current 
[mA]

potential 
after 1 hour 

[mV]

1 Acacia, H2SO4 4,1 155

2 Acacia – activated, H2SO4 5,0 135

3 Acacia – activated, KOH 1,6 379

4 Sycamore, H2SO4  4,0 437

5 Sycamore – activated, H2SO4 9,3 246

6 Sycamore – activated, KOH 3,0 422

7 Coconut – activated, H2SO4 10,8 286

8 Coconut – activated, KOH 3,1 529

9 Pine, H2SO4 0,2 104

10 Pine – activated, H2SO4 10,1 360

sycamore  and  coconut,  is  very  desirable  factor  for 
supercapacitors.  It  is  worth  to  be  noticed  that  in  acidic 
electrolytes leakage current is over three times larger than in 
basic ones.

IV. CONCLUSIONS

On  the  basis  of  the  electrochemical  measurements  it  was 
concluded that the activation of charcoals  is crucial  for their 
capacitance,  charge,  discharge  and self-discharge behaviour.  

For all samples supercapacitive properties are seemed to be 
considerably greater than before the activation. The charcoals 
obtained in this way appeared to have hydrophilic (activated

Figure 2. Diagram of self-discharge of supercapacitor after charging to 600 mV 
(1) acacia, H2SO4, (2) acacia – activated, H2SO4, (3) acacia – activated, KOH, 

(4) sycamore, H2SO4, (5) sycamore – activated, H2SO4, (6) sycamore –  
activated, KOH, (7) coconut – activated, H2SO4, (8) coconut – activated, KOH,

(9) pine, H2SO4, (10) pine – activated, H2SO4.

coconut  and  sycamore)  or  hydrophobic  properties  (pine  and 
sycamore before the activation).

As  a  result  of  voltammetric  measurements  charcoals  in 
which  in  range  of  charging  potentials  unfavourable 
electrochemical  processes(decomposition  of  water)  does  not 
exist was selected: coconut and pine.
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Abstract- In electrical energy power network, disturbances can 
cause problems in electronic devices therefore their monitoring is 
fundamental in Power Quality field both to properly dimension 
protections and to calculate compensations in case of malfunction 
of the apparatus. In this paper we address the problem of 
disturbances estimation by using Wavelets signal processing for 
detection of short, impulse-like voltage dips and micro-
interruptions. 

Index Terms—Power Quality, Wavelets, voltage dips, micro 
interruptions..  

I. INTRODUCTION 

Electric  power quality has became an important part   of 
power systems and electric machines, studied from a wide 
number of points of view. For this purpose there are many of 
electric parameters that help to describe the phenomena as a 
whole are reported in standards. In this context, we consider 
disturbances as the temporary deviation of the steady state 
waveform caused by faults of brief duration or by sudden 
changes in the power system [1]. The disturbances considered 
by the International Electro-technical Commission include 
voltage dips, brief interruptions, voltage increases, and 
impulsive and oscillatory transients [2,3, 4]. 

 The first ones are defined by norms as a sudden reduction 
(between 10% and 90%) of the nominal voltage, at a given 
point of electrical system, and lasting from half of the 
fundamental period to several seconds. The dips with durations 
of less than half a cycle are regarded as transients. The main 
characteristics of voltage dips are magnitude and duration, 
which correspond to the remaining bus voltage during the fault 
and the required time to clear the fault respectively. A voltage 
dip may be caused by switching operations associated with 
temporary disconnection of supply, the flow of heavy current 
associated with the start of large motor loads or the flow of 
fault currents or short circuits and earth faults. These last ones 
can be symmetrical (three phase) or non symmetrical (single-
phase to ground, double-phase or double-phase-to-ground). 
The brief interruptions can be considered as voltage sags with 
100% of amplitude. The cause may be a blown fuse or breaker 
opening and the effect can be an expensive shutdown. For 
instance, supply interruptions lasting up to few seconds may 
cost a lot in case of interruption of service or stoppage of  
machines in a production plant. Costs that can quickly grow up 
with the plant resetting time that can be very long. The main 
protection of the customer against such events is the 
installation of uninterruptible power supplies [1].  

Brief voltage increases (swells) are brief increases in r.m.s. 
voltage that sometimes accompany voltage sags. They appear 
on the unfaulted phases of a three phases of a three-phase 
circuit that has developed single-phase short circuit. Swells can 
upset electric controls and electric motor drives, particularly 
common adjustable-speed drives, which can trip because of 
their built-in protective circuitry. Swells may also stress 
delicate computer components and shorten their life. Possible 
solutions to limit this problem are, as in the case of sags, the 
use of uninterruptible power supplies and conditioners [5]. 

Voltage disturbances shorter than sags or swells are 
classified as transients and are caused by sudden changes in the 
power system [5].  According to their duration, transient 
overvoltages can be divided into switching surge (duration in 
the range of millisecond), and impulse spike (duration in the 
range of microseconds). Surges are high-energy pulses arising 
from power system switching disturbances, either directly or as 
a result of resonating circuits associated with switching devices. 
Protection against surges and impulses is normally achieved by 
surge-diverters and arc-gaps at high voltages and avalanche 
diodes at low voltages.  

In this article we focus the attention on disturbances which 
will gain more importance in the next future because of the 
increase of electronic apparatus’ that can be particularly 
sensible to this kind of problems if not adequately protected. In 
fact there are two important aspects that should be taken into 
account: 

In all cases, in power quality is necessary to detect not only 
the beginning and end of voltage sag but also to determine the 
sag depth and the associated phase angle jump.  

The performance of wavelet signal processing is tested for 
analysis of short, impulse signals [8]. 

  

II. APPLIED WAVELET TRANSFORM ANALYSIS 

Wavelet transform is a useful tool in signal analysis. 
Wavelets provides a fast and effective way of analyzing non-
stationary voltage and current waveforms and can be applied 
for precise computation of the beginning of a disturbing event, 
as shown in this paper. The ability of wavelets to focus on 
short time intervals for high-frequency components and long 
intervals for low-frequency components improves the analysis 
of signals with localized impulses and oscillations, particularly 
in the presence of a fundamental and low-order harmonic [6]. 

The continuous Wavelet Transform (WT) of a signal ( )x t  is 
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defined as 

,
1 ( ) ( )a b

t bX x t dt
aa

ψ
+∞

−∞

−
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(1) 

where ( )tψ  is the mother wavelet, and other wavelets  

,
1( )a b

t bt
aa

ψ ψ −⎛ ⎞ ⎛ ⎞= ⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

dt                         (2) 

are its dilated and translated versions, where a  and b  are the 
dilation parameter and translation parameter respectively, 

 [7,8]. {0},  a R b R+∈ − ∈
The discrete WT (DWT), instead of CWT, is used in 

practice [23]. Calculations are made for chosen subset of scales 
and positions. This scheme is conducted by using filters and 
computing the so called approximations and details. The 
approximations (A) are the high-scale, low frequency 
components of the signal. The details (D) are the low-scale, 
high-frequency components. The DWT coefficients are 
computed using the equation 

 , , ,[ ] [ ]a b j k j k
n Z

X X x n g
∈

= = ∑ n  (3) 

where 2 ja = , 2 jb k= , j N∈ , .  k Z∈
The wavelet filter g plays the role of ψ  [6]. The choice of 

mother wavelet is different for each problem at hand and can 
have a significant effect on the results obtained. Orthogonal 
wavelets ensure that the signal can be reconstructed from its 
transform coefficients . 

As wavelet the symlets function was used. The symlets are 
nearly symmetrical wavelets proposed by Daubechies as 
modifications to the “db” family - orthogonal wavelets 
characterized by a maximal number of vanishing moments for 
some given support (Fig. 1). Dips detection was realized 
through tracking values of details (D) representing higher 
frequencies in the signal. High value indicated dip. In contrary 
to other presented method this approach did not use the 
amplitude parameter of the main component, but was therefore 
prone to noise and other high frequency disturbances. 
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Figure. 1.  Scale and wavelet symlets function for 32 coefficients 

 
Figure 2 shows the behaviour of the wavelet decomposition 

of the sinusoidal waveform distorted by one voltage dip. The 
decomposition was made using the Daubechies 6 wavelet at the 

D2 level. 
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Figure 2. Wavelet decomposition (lower plot) of the sinusoidal waveform 

(upper plot) distorted by one voltage dip.  
  

III. INVESTIGATIONS, DISCUSSION AND CONCLUSIONS 

For experimental testing the performance of the algorithms, 
we used a synthesized signal realized by MATLAB able to 
generating voltage dips of different magnitudes. 
 

For evaluating the performance of the method many test 
signals has been used with different THD and SNR. The THD 
used are 5.7%, 11.2% and 22.4%. These values were obtained 
using for each of the first 24 harmonics half of the norm limits, 
the norm limits, and the double of norm limits [9]. 

For each of the three THD has been created three signals 
with a different SNR: 100dB, 80dB and 60dB. The added noise 
is white Gaussian. 
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Figure 3. Wavelet decomposition (lower plot) of the sinusoidal waveform with 
harmonics (upper plot) distorted by one voltage dip. 
 

Higher order frequency components present in the signal 
deteriorated the detection ability of the method. Two wavelets 
with significantly different lengths have been used; Symlet 
(length of the filter 32 samples) and Daub 6 (length of the filter 
6 samples). 
 

In the nine test signals 100 dips have been added, one for 
each period in randomly position. In Tables I and II are 
reported the percentage of detected dips for 35V and 100V dips 
of respectively 15% and 43% of nominal voltage.   
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TABLE I 
DETECTION ACCURACY OF 35V DIPS  

      SNR 

THD 
100 dB 80 dB 60 dB 

5.7 % 100 % 45 % 12 % 

11.2 % 100 % 45 % 17 % 

22.4 % 100 % 33 % 14 % 

 

TABLE II 
DETECTION ACCURACY OF  100V DIPS  

      SNR 

THD 
100 dB 80 dB 60 dB 

5.7 % 100 % 100 % 70 % 

11.2 % 100 % 100 % 67 % 

22.4 % 100 % 100 % 62 % 

 

 
The wavelet approach ensures good performance in presence 
of high THD, but the percentage of detected dips is strongly 
reduced for high noise level. 
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Abstract- Harmonic is an important issue in electric power 
systems. A wavelet packet transform (WPT) method is introduced 
as a powerful tool for detection Harmonics and Flicker. The 
proposed methods can simultaneously measure the distribution of 
RMS quantities with respect to individual frequency bands 
directly from the wavelet transform coefficients. Uniform 
frequency bands result from the WPT decomposition of power 
system waveforms can be used for identification of harmonic 
frequency bands. This paper presents two novel modified methods
for harmonic detection and measurement.
However, use of wavelet packet coefficients has some errors such 
as the edge effects of wavelet filters and spectral leakage. In first 
method paper proposes to combine two adjacent frequency bands 
to reduce error caused by spectral leakage. In the recently 
methods they place frequency of main harmonics on the edge of 
the bands. It provides huge errors because of non-ideal 
characteristics of the filters. In second method paper proposes to 
change the band width of output to 40 Hz. This causes that the 
main harmonics be in the band no on the edge. This method has 
got the chance to measure flicker also.
Use of Wavelet Packet Coefficients for harmonic measurement 
because of Downsampling reduces number of sampling points and 
energy content of signal making huge error. This paper also offers 
the use of a compensation method by use of Reconstructed WPC 
to prevent energy reduction. 

In addition, it introduces a modification method to reduce 
edge effects and spectral leakage. Methods are simulated and 
experimented. Parameters are compared with true values that it 
shows satisfactory results. 

I. INTRODUCTION

POWER quality is becoming an issue of increasing concern 
both to utilities and their customers. One of the major power 
system problems is steady-state waveform distortion due to 
harmonics; Harmonics be produced by variable speed drives, 
arc furnaces, personal computers, and other non-linear devices. 
Since harmonics can severely degrade the performance of 
power system equipment, it is necessary to always monitor 
their parameters such as voltage, current, and power.

The traditional discrete Fourier transform (DFT) is proposed 

in the and standard as the processing tool for harmonic 
analysis, using rectangular time windows of ten cycles’ width 
of the fundamental frequency in a 50-Hz system, providing a 
resolution of 5 Hz. Of course this does not preclude the 
application of other analysis principles. As is well known, the 
results obtained using DFT are incorrect in the case of non-
stationary signals. A way to overcome this problem is the use 
of the Short Time Fourier Transform (STFT). The STFT 
partitions the signal into time segments where the signal is 
considered stationary, applying the DFT within each segment. 
Once the size of the time window is selected, the time-
frequency resolution obtained is fixed and it is the same for the 
whole frequency spectrum of the signal. The results obtained 
show its dependency on the length of the time window 
selected. An advantage of the STFT method is that it gives 
information on the magnitude and phase-angle of the 
fundamental and harmonics [10].

Kalman filters have been used as an alternative method. This
method gives information both on the magnitude and phase 
angle of voltage supply. The detection properties of Kalman 
filtering and the accuracy in the estimation depend both on the 
model of the system used and on the magnitude, duration and 
point-on-wave where the voltage event begins. A possible 
solution to improve the performance of Kalman filtering is the 
use of an Extended Kalman filter to better estimate the non-
linear process associate with a voltage event.

Wavelet analysis is a powerful signal processing tool 
specially useful for the analysis of non-stationary signals. The 
discrete wavelet transform provides a non-uniform division of 
the time-frequency plane, giving short-time intervals for high-
frequency components and long-time intervals for low-
frequency components. The use of wavelets for the analysis of 
harmonics has not been thoroughly investigated until now. 
Pham and Wong proposed in [2] an approach for identification 
of harmonics in power systems using a combination of DWT 
and CWT to quantify harmonic frequency amplitudes and 
phases. They propose a method to compensate the frequency 
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response of the filters used in the wavelet transform filter 
banks. Hamid and Kawasaki [6] proposed the use of the 
wavelet packet transform, with the Vaidyanathan filter, to 
improve the results obtained using the discrete wavelet 
transform for root mean square values of voltage and power 
measurement. Finally Parameswariah and Cox, Eren and 
Devaney have studied on the selection of mother wavelet [7].

II. HARMONIC DETECTION USING WPT

Use of Wavelet Transform as a powerful signal processing 
method is receiving increased attention. Initially they use Multi 
Resolution Analysis (MRA) for voltage event detection. It 
produces nonuniform frequency band that is unsuitable for 
harmonic measurements.
To overcome this limitation of the DWT, the wavelet-packet 
transform (WPT) can be used to obtain a uniform frequency 
decomposition of the input signal as in the Fourier analysis. In 
the WPT, both the detail and the approximation coefficients are 
decomposed to produce new coefficients, this way enabling a 
uniform frequency decomposition of the input signal to be 
obtained. By using the WPT and adequately selecting the 
sampling frequency and the wavelet decomposition tree, the 
output frequency bands of the multiresolution analysis can be 
selected to correspond to the frequency bands of the different 
harmonic components of the input signal. (The mathematical 
background is found in [1]). 

III. HARMONIC DETECTION USING RWPC

   However, use of WPC has some errors such as the edge 
effects of wavelet filters, the content energy reduction of signal 
during decomposition caused by Downsampling and spectral 
leakage. 
Use of Wavelet Packet Coefficients for harmonic measurement 
because of Downsampling reduces number of sampling points 
(by power of 2) and energy content of signal making huge 
error. This paper proposes using reconstructed wavelet packet 
coefficient instead of WPC to prevent energy reduction and 
decrease the error. For saving energy coefficients are 
reconstructed in each level. Upsampling is used after 
downsampling. The other half of the story is how those 
components can be assembled back into the original signal 
without loss of information. This process is called 
reconstruction, or synthesis. The mathematical manipulation 
that effects synthesis is called the inverse discrete wavelet 
transform (IDWT). Where wavelet analysis involves filtering 
and downsampling, the wavelet reconstruction process consists 
of upsampling and filtering. Upsampling is the process of 
lengthening a signal component by inserting zeros between 
samples. The filtering part of the reconstruction process also 
bears some discussion, because it is the choice of filters that is 
crucial in achieving perfect reconstruction of the original 
signal. The low- and highpass decomposition filters (L and H), 
together with their associated reconstruction filters (L' and H'), 
form a system of what is called quadrature mirror 
filters(QMF). Its theory is presented in [9]. Fig. 4 and 5 show 
the Reconstruction mechanism and Quadratore Mirror Filters 
(QMF) respectively [11].

IV. MODIFICATION

A signal can be fully decomposed into levels, given by, 
where is the total number of data points. Each of these wavelet 
levels correspond to a frequency band given by f = 2ν(fs / N) 
Where f is higher frequency limit of the frequency band 
represented by the level v; fs is sampling frequency; N is the 
number of data points in the original input signal [7].The 
maximum frequency that can be measured is given by the 
Nyquist theory as fmax= fs/2,  Where fs is the sampling 
frequency. 

V. METHOD I

The sampling frequency selected is 1.6 kHz and the sampling 
window width is 10 cycles of the fundamental frequency (200 
ms in a 50-Hz system). The output of the filter bank is divided 
into thirty two uniform bands of 25-Hz width (coefficients 
d1(n)to d32(n)in Fig. 6). Decomposition is performed in 5 level 
and 32 output band. Higher sampling frequencies can be 
selected to extend the range of harmonic groups computed in 
the input signals. The extension of the sampling frequency 
implies the use of a different wavelet decomposition tree to 
obtain the same output frequency bands. Thus, doubling the 
sampling frequency is needed.
By set frequency band in 25 Hz band width main harmonics set 
on the edge of filters. Because of nonideal characteristic of the 
filters edge effect error occurs and generates spectral leakage. 
This makes measurement so inaccurate specially in frequencies 
near fmax/2. An example of frequency response of LP and HP 
filters is presented in Fig.7 that shows nonideal characteristics 
and edge effect. More investigation of spectral leakage caused 
by edge effect is there in [3-5]. Paper has focus on two 
important points to generate better accuracy:

1. Choose of mother wavelet. It is important to choose a 
wavelet function that has a frequency response near the ideal 
and has fast responding. Wavelet mother daubechies with 40 
coefficients has good frequency response as shown in Fig.8 [8].
The algorithm uses the DB40 as the wavelet function.
    2. Combination of two adjacent frequency bands. The 
method proposes to combine two adjacent frequency bands to 
reduce error caused by spectral leakage. The outputs of the 
filter bank are grouped to produce 15 output bands, with each 
harmonic frequency component (both odd and even harmonics) 
in the center of each band and with a uniform 50-Hz interval as 
depicted in Fig. 9.

VI. METHOD II

In the recently methods they place frequency of main 
harmonics on the edge of the bands [3-5]. It provides some
errors because of nonideal characteristics of the filters. This 
makes measurement so inaccurate specially in frequencies near 
fmax/2.This method proposes to change the band width of output 
to 40 Hz. This causes that the main harmonics be in the band,
not on the edge. This method has got the chance to measure 
flicker also. Then Sampling frequency selected is 2.56 kHz. 
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Figure 1.Multi Resolution Analysis (MRA)

Figure 2.Nonuniform freq. bands of MRA

(a)

(b)
Figure 3.(a) Decomposition tree,(b) Uniform decomposition of WPT

Figure 4.Reconstruction mechanism

Figure 5.quadratore mirror filters (QMF)

Figure 6. Decomposition tree in five levels

Frequency (Hz)
Figure 7.Nonideal characteristics of HP& LP filters

Frequency (Hz)
Figure 8. Characteristics of HP& LP filters of DB

Figure 9. Combination of two adjacent frequency bands that each harmonic 
frequency component is in the center of each band and with a uniform 50-Hz 

interval.

VII. PRESENTATION

The derivation of the rms using discrete wavelet-based 
algorithm was proved in [2]. In practice, the analogue 
waveforms are digitized. In the WPT algorithm, only the 
wavelet coefficients at a certain level j are used for the rms and 
power calculations. More information can find in [2].

VIII. SIMULATION

Consider V(t) as a periodic steady state signal. It has some 
harmonics that are mentioned in Table I. This signal is 
simulated and by MATLAB and WPT is applied to it. Table I 
and II represents the harmonics produced using method I and II 
respectively.  Figs. 11-14 show the 4 first coefficients that are 
obtained. Results show that using RWPC has less error and 
better response. In practice signal is produced in 16 cycles and 
applied to WPT. The three cycle of beginning and three cycle 
of end of the obtained responses are deleted. This is for 
elimination edge effect of wavelet filter when applied to signal. 
(10 cycles is used.).

IX. CONCLUSION

A wavelet packet transform (WPT) method is introduced as a 
powerful tool for detection, classification and quantification of 
power quality events. The paper proposed two methods can 
simultaneously measure the distribution of RMS quantities 
with respect to individual frequency bands directly from the 
wavelet transform coefficients. In first method paper proposes 
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Time
Figure 10. In practice signal is produced in 16 cycles the three cycle of 

beginning and end of the obtained responses are deleted for elimination edge 
effect of wavelet filter.

TABLE I 
Simulation results of method I

Bands↓ True value Method using WPC Method using RWPC
1st 230 225.74 229.91
2nd 53 51.72 52.68
3rd 50 48.29 50.07
4th 44 42.31 43.26
5th 30 26.09 28.79
6th 0 0.26 0.07
7th 6 5.71 6.02
8th 0 0.29 0.31
9th 3 2.82 2.98
10th 0 0.04 0.02
11th 1 1.01 0.99
12th 0 0.09 0
13th 0 0.05 0
14th 0 0.06 0.05
15th 0 0.08 0.02

to combine two adjacent frequency bands to reduce error 
caused by spectral leakage. In second proposes to change the 
band width of output to 40 Hz. This causes that the main 
harmonics be in the band, not on the edge. This method has got 
the chance to measure flicker also. Use of a compensation 
method by use of Reconstructed WPC is effective in 
prevention in energy reduction. In addition, modification 
method to reduce edge effects and spectral leakage is 
applicable. Method is simulated and experimented. Parameters 
are compared with true values that it shows satisfactory results. 

Bands↓ Frequenc
y

(Hz)

True 
value

Method 
using 
WPC

Modified 
method using 
RWPC(40)

1st(flicker) 0-40 0 0 0.01
2nd 40-80 230 225.74 227.931
3rd 80-120 53 51.72 54.68
4th 120-160 50 48.29 49.02
5th 160-200 44 42.31 41.72
6th 240-280 30 26.09 29.11
7th 280-320 0 0.26 0.03
8th 320-360 6 5.71 5.75
9th 360-400 0 0.29 0.31

10th 440-480 3 2.82 2.88
11th 480-520 0 0.04 0.01
12th 520-560 1 1.01 0.99
13th 560-600 0 0.09 0
14th 600-640 0 0.05 0
15th 640-680 0 0.06 0.04
16 680-720 0 0.08 0.01

Frequency (Hz)
Figure 11.coefficient 1

Frequency (Hz)
Figure 12 .coefficient 2

Frequency (Hz)
Figure 13 .coefficient 3

Frequency (Hz)
Figure 14 .coefficient 4
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Abstract-Fluidized bed combustion (FBC) is one of the most 
promising energy conversion options available today. The 
emissions from FBC are very dependent on a number of 
operating conditions (temperature, staged air, excess air, fuel 
feed rate, etc.) and fuel properties. This paper described the 
experimental results taken in a staged air fluidized bed 
combustion scale laboratory, using palm shell and palm fiber as 
fuels and silica sand as the inert bed material. The silica sand 
was used for ensuring sustainable fuel ignition and combustion 
in FBC. The variation of excess air and fuel feeding rate were 
taken in these experiments. Gaseous emissions of CO 
concentrations, combustion efficiency and temperature along 
the combustor height as well as in flue gas were measured in the 
experimental tests. The experimental results showed that the 
axial temperature profiles decrease successively related along 
the FBC height. The CO emission obtained results lower for 
staged air condition than for un-staged air condition. And the 
combustion efficiencies give satisfied value. The palm wastes 
combustion give significant contribution for reduction of CO 
emission from combustion process. 

I. INTRODUCTION 

Fluidized Bed Combustion (FBC) is one of the most 
promising energy conversion options available today. FBC 
uses a continuous stream of air to create turbulence in a 
mixed bed of fuel, inert material and coarse fuel ash particles. 
It occurs at temperatures typically between 800 and 900°C. 
Constant mixing of particles encourages rapid heat transfer 
and complete combustion. Fluidization, combustion and 
emission formation constitute the fundamental issues of FBC.   

In order to meet the increasing uses of energy with higher 
efficiency without significant environmental impact, the 
development and implementation of newer and cleaner 
energy conversion system are essential. The increased use of 
biomass in energy systems is an important strategy to reduce 
the emissions [1]-[3]. Biomass residues from palm oil are 
potential usage because of many palm oils planting area in 
Asian countries, like in Malaysia, Thailand, and Indonesia 
[4]-[5]. 

The method used in this work was air staging with 
controlling of operating conditions, i.e., temperature and 
excess air (EA). Air staging was achieved by dividing the air 
supply into in-bed fluidizing primary air and over bed 
secondary air (SA). Degree of air staging was expressed as 
the ratio of secondary to total air. Effects of air staging are 
characterized by the reduction of emissions. 
 

II. EXPERIMENTAL SET-UP 
 

 
 

Figure 1. Schematic diagram of the experimental 
Combustor 

 
Figure 1 shows a schematic diagram of the experimental 

combustor. The experimental combustor was fabricated from 
mild steel and is 0.5 m in height and 0.36 m squared in cross 
section. The insulated reactor is made from stainless steel 
cylindrical tube of 164 mm internal diameter and 2.0 m 
height and divided into five flanged sections. Silica sand of 
300 µm mean particle diameter was used as the bed material. 
Air from a blower was introduced into the bed through a 
distributor with air outlets arrayed around a circular tube in 
six rows. There are a total of 36 air outlets with 6 outlets in 
each row of 5 mm diameter each. Reactor preheating was 
achieved by using auxiliary fuel. Flue gas exits the top of the 
freeboard and enters into a cyclone. 

 
 

III.  EXPERIMENTAL PROCEDURE 
 

The task of heating the inert material is fulfilled by the pre-
heating system. This was done by introducing the auxiliary 
flame directly into the combustion chamber. When the bed 
temperature reaches approximately 4500C, fuel was fed by a 
screw type feeder at the rate of 79 g/min. Emissions readings 
were then taken when the bed temperature stabilizes at 
approximately 9500C and above. Air staging is achieved by 
dividing the total combustion air supply for stoichiometric 
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operation into the primary air (in bed fluidizing air) and 
secondary air. Secondary air was introduced at 400 mm 
above the distributor plate with a 9.55 mm internal diameter 
stainless steel tube. The air staging experiments were 
performed with the secondary air to total air ratio varied from 
0 to 0.2 at 0.1 increments. 

  
TABLE I 

FUEL COMPOSITIONS [8] 

Type of fuel Palm Shell Palm Fiber 

Proximate analysis (% by mass) 

Moisture 
content 12.15 13.98 

Ash content 1.96 3.63 

Volatile matter 79.22 84.78 

Fixed carbon 18.82 11.59 

Ultimate analysis (% by mass) 

Carbon, C 47.978 50.091 
Oxygen, O 45.781 41.147 
Hydrogen, H 5.487 6.247 
Nitrogen, N 0.714 2.385 
Sulphur, S 0.04 0.13 

Other characteristics 

Net calorific 
value (MJ/kg) 18.84 17.64 

Gross calorific 
value (MJ/kg) 21.44 19.6 

 
 

IV.  RESULT AND DISCUSSION 
 
4.1. Temperature Distributions 

Figure 2. Temperature profile of Palm Shell for 10% Excess Air  

Increasing the degree of secondary air tend to decrease 
temperature distributions along the FBC height, are showed 
in Fig. 2, 3, 4, 5. Increasing the proportion of secondary air in 
the combustor reduces flame temperatures and reduced the 
residence time due to the local air velocity increase which 
increases particles carry-over and volatiles speed. 

 

Axial Temperature Profile at 10% Excess Air
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Figure 3. Temperature profile of Palm Fiber for 10% Excess Air 

Axial Temperature Profile at 40% Excess Air
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Figure 4. Temperature profile of Palm Shell for 40% Excess Air 
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Figure 5. Temperature profile of Palm Fiber for 40% Excess Air 

 
4.2. CO Emission 

Figures 6, 7 show that the CO emission decreases with the 
increase of the secondary air to total air ratio. For palm shell 
the emission decreases at 30% secondary air (SA) and for 
palm fiber the emission decreases and at 20% SA.  

Also (has been studied) the effect of excess air (EA) on 
formation and reduction of CO in a Fluidized-bed Combustor 
Fired with Thai Rice Husk, that CO emission decreases with 
increasing excess air. 

Axial Temperature Profile at 10% Excess Air 
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Effect of Secondary Air Ratio on CO
at Different Excess Air Level
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Fig.6. Effect Secondary Air Ratio on CO Emission of Palm Shell 
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Fig7. Effect Secondary Air Ratio on CO Emission of Palm Fiber  

4.3. Combustion Efficiency 

Effect of Secondary Air Ratio on Combustion Efficiency
at Different Excess Air Level

49.0

51.0

53.0

55.0

57.0

59.0

61.0

63.0

65.0

0 10 20 30 40
Secondary air ratio (%)

Combustion
efficiency (%)

EA 0%
EA 10%
EA 20%
EA 30%
EA 40%

 

Fig.8. Effect Secondary Air Ratio on Combustion Efficiency of Palm Shell 

From the results of our experiments, it was also observed 
that increasing the degree of air staging has the effect of 
increasing the combustion efficiency, especially for SA 20% 
of EA 20%, 30% and 40%, shown in Figure 8 and 9. 

The combustion efficiency maximum for palm shell is 63% 
and for palm fiber is 89%. 

  

Effect of Secondary Air Ratio on Combustion Efficiency
at Different Excess Air Level

55.0

60.0

65.0

70.0

75.0

80.0

85.0

90.0

95.0

0 10 20 30 40
Secondary air ratio (%)

Combustion
efficiency (%)

EA 0%
EA 10%
EA 20%
EA 30%
EA 40%

 

Fig.9. Effect Secondary Air Ratio on Combustion Efficiency of Palm Fiber 

 
 

V. CONCLUSIONS 
 

Experiments on the combustion of palm shell and palm 
fiber have been successfully carried out in a laboratory scale 
fluidized bed combustor using the air staging technique. The 
following conclusions can be drawn. 
• The axial temperature profiles decrease along the FBC 

height. 
• The use of air staging is beneficial for the reduction of CO 

emission from a fluidized bed combustor. 
• The combustion efficiency is also seen to increase with 

increased air staging. 
• The palm wastes combustion give significant contribution for 

reduction of CO emission from combustion process. 
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Abstract 

In this paper, dynamic braking system of 
locomotive is simulated by ORCAD 
software. Locomotive dynamic braking is a 
system which is used to retard locomotive 
speed through the conversion of kinetic 
energy to electrical energy. This energy 
conversion is accomplished by connecting 
the traction motors as separately excited 
generators with field current being provided 
by the main generator. This system consists 
of two modules DR and DP. Excitation 
current to the motor fields is controlled by 
the braking lever position and by the 
dynamic braking regulator module DR. The 
dynamic brake protection module DP 
provides backup protection for the traction 
motor fields and the dynamic braking 
resistor grids in case a fault develops in the 
dynamic braking regulator module DR. 

Key words: Dynamic braking system, 
Regulator, Traction motor, Resistor grid. 

 

1. Introduction 

Locomotive dynamic braking is a system 
which is used to retard locomotive speed 
through the conversion of kinetic energy to 
electrical energy. This energy conversion is 
accomplished by connecting the traction 
motors as separately excited generators with 

field current being provided by the main 
generator. The motor armatures are geared  

 

 

to the axels and rotate whenever the 
locomotive is moving. Loading is provided 
by connecting the traction motor armature 
circuits to dynamic braking grids. Armature 
current is determined by the speed at which 
the armature rotate and by the amounts of 
excitation applied to the motor fields.  

With maximum field excitation braking 
effort increases from minimum at zero miles 
per hour to maximum at approximately 24 
miles per hour. Maximum braking effort for 
the lower braking lever position is 
progressively lower and is attained at 
progressively higher track speed as the 
braking lever position is decreased. After 
maximum braking effort is attained, an 
increase in track speed results in a decrease 
in braking effort. 

The amount of kinetic energy that is 
converted into electrical energy is 
proportional to   Where  is braking grid 
current and  is the effective resistance of 
the braking grids. The increase in braking 
effort from zero to maximum results from 
increased motor armature grid current as 
track speed increases. This results in an 
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increase of  and consequently an 
increase in braking horsepower. 

Excitation current to the motor fields is 
controlled by the braking lever position and 
by the dynamic braking regulator module 
DR. The DR module operates to limit the 
excitation current to a value that prevent 
armature or grid current from increasing 
above the maximum safe current carrying 
capacity of the braking grid. The dynamic 
brake protection module DP provides 
backup protection for the traction motor 
fields and the dynamic braking resistor grids 
in case a fault develops  in the dynamic 
braking regulator module DR. 

 

2. Dynamic brake protection 

The motor field protection circuit, Fig 1, is 
connected across the main generator, in 
parallel with the traction motor field, during 
dynamic braking. Therefore the motor field 
protection circuit detects any changes in 
excitation voltage applied to the traction 
motor field. 

During dynamic braking, zener diode Z8, in 
series with resistor R15 and R19, maintain 
6.2 volts on the emitter of transistor Q5. 
Current flows from terminal 3 of DP module 
through the voltage divider consisting of 
resistor R19, R16, R17,R18 

Q5 is reverse biased during normal 
operation. However, if a fault develops in 
the dynamic braking regulator module DR, 
the excitation voltage applied to the traction 
motor fields may tend to rise above a safe 
value. Transistor Q5 will become forward 
biased if the excitation voltage rises above a 
safe value. The collector of Q5 is connected, 
through R23, to the base of transistor Q6. 
Turn on of Q5 causes Q6 to be forward 
biased. Turn on of Q6 causes current to flow 
through the LED portion of opto-isolator 

O11. This increases the collector current of 
photosensitive transistor portion of O11. 
This collector current is applied to the base 
of transistor Q7, causing Q7 to be forward 
biased. Turn on of Q7 energizes the motor 

B
R

2
1

M
R

1

R
2
6

1k

Q2

Q

8
D

Z7
91

EQP2

MFP1

Relay

COM
A
B

nc

no

R2

32k

R22
6.8M

OVER_EX

LA

Z4
10

B
W

A
2

2

OP1

PRA1

18D

R1

2k

T12

MFP11

BWR21

P
5
2

Ground

C1
1u

C6
33u

M
R

3

BWR11

TX1

BWR1

Relay

COM
A
B

nc

no

R5
2.5k

M
F

A
2

1D

MFP21

RBR

1k

OP1

B
W

R
2
1

5
D

Q1

Q

Q6

Q

M
F

P
1

3

MFA2

-
+

Wbreak

BWA1

B
W

A
2

1

T
o
 
t
h
e
 
r
e
s
i
s
t
o
r
 
g
r
i
d
s

T11

MFP13

P
5
1

ROVER

1k

R24
1.2k

13D

R
1
8

2k

20

24

T
o
 
t
h
e
 
r
e
s
i
s
t
o
r
 
g
r
i
d
s

PRA2

B
W

R
1

2

R16
7.5

R19
243

21D

-
+

Wbreak

BWA2

R7

1k

AL1

B
W

R
1
3

2
8

D

Q7

Q

B
W

R
2
3

22D

22

BWA22

R14
2.26k

RH1
3

1

2

MFA1

M
F

P
2
1

R20
550

17D

R15
5k

T22

R3
2M

R13
3.65k

C2
33u

27D

M
F

P
1
1

OP2

R10
10k

Z10
50

R23

2.2k

C3
47u

1
0

D

7
D

B
R

2
2

OP2

26

T22

20D

MFP12
BWA11

3
D

FTX1

R4

1k

Z8

6.2

B
R

1
3

15D

R6
2.5k

TX2

Q4

Q

C5
33u

R8
23k

+74v dc

6
D

R21
50k

11D

T21

NEG.

BWR23

R12
8.4k

R17
649 Q5

Q

T11

BWR12

28

MFP12

Z1
91

-
+

Wbreak

MFP2

Z5
10

19D

12D

BWA21

M
F

P
2

3

-
+

Wbreak

MFA

BWR11

Z9
91 FTX2

BWR13

Z11
91

Z6
49.6

B
R

1
1

C4
47u

AL2

OVER_CU

LA

R11

40k

POS.

RH2
3

1

2

BWA12

Ground

14D

MFP23
5

T21

R9

5k

Q3

Q

2D

9
D

16D

Ground

T12

4
D

-
+

Wbreak

BWR2

R25

240k

Z3
91

OP 11

M
F

A
1

Z2

50

 
                          Fig1. DP module 

field protection relay MFP. Pickup of MFP 
drops the feed to the equipment protection 
relay EQP and recalibrates the motor field 
protection circuit by shorting out resistor 
R16. Pickup of MFP also provides a positive 
feed to the motor field announciator relay 
MFA and to the time delay circuit consisting 
of R21, R22, C5, and C6. 

Drop out EQP drops the feed to the 
generator field contactor GFC which 
removes excitation voltage from the main 
generator field and this decreases the main 
generator output voltage. The inductance of 
the main generator field windings prevents 
an immediate collapse of current through the 
field. The decrease in main generator output  
Voltage results in a reduction in the voltage 
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applied to the base of Q5. This reduction in 
voltage causes Q5 to become reverse biased. 
Reverse bias on Q5 causes MFP to drop out. 
Dropout of MFP reestablishes the feed to 
EQP and results in reapplying excitation  
voltage to main generator field.  

3. Dynamic brake regulator 

Voltage signals proportional to current 
through grids with basic dynamic brakes, 
Fig 2, are applied to left port of circuit. The 
larger of these signals is applied between 
receptacles 1 and 13 of the DR module. The 
signal applied between terminal 13 and 1 is 
applied to a voltage divider consisting of 
rheostat RH1 and resistor R1, R2, R3, and 
R4. This same voltage is also applied to 
resistor R7 in series with zener diodes Z1 
through Z9. The zener diodes  provides a 
constant reference signal to the emitter of 
Q2.  

A signal proportional to braking grid current 
is applied to the base of transistor Q1 by a 
voltage divider consisting of R5 and R6 
connected between the wiper arm of RH1 
and the emitter of Q2. When braking grid 
current rises above 600 amperes, the voltage 
at the wiper arm of RH1 is larger than the 
reference signal applied to the emitter of Q2. 
This causes current flow from the wiper arm 
of RH1 to the zener diodes. This current 
flow results in placing forward bias on Q1 
and Q2. With forward bias on Q1 and Q2, 
current flows through the secondary winding 
of transformer T1-A and the primary 
winding of transformer T2-A, then from 
collector to emitter of Q1 and Q2. This 
current induces a voltage into the secondary 
T2-A. this voltage is rectified and applied to 
a voltage divider consisting of R8 and R9. 
Transistor Q3 is forward biased by the 
voltage developed across R9. 

With forward bias on Q3, the braking lever 
signal is removed from the circuit of field. 
As a result, excitation to main generator 

field decreases. When braking grid current 
decreases below 600 amperes, the signal at 
wiper arm of RH1 decreases and place a 
reverse bias on Q1 and Q2. 

4. Basic dynamic brakes with 

trainlined grid current control 

Output voltage of companion alternator is 
applied to the primary of transformer T4 in 
series with brake current transductor BCT. 
When braking current is low, the reactance 
of BCT is high and the voltage applied to 
primary of T4 is low. As braking grid 
current increases, the output voltage of T4 is 
applied between terminal 9 and 11. A 
voltage which is proportional to the braking 
lever signal, as determined by the braking 
lever position, is applied to terminal 7 of DR 
module. 
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                            Fig2. DR module 

PUBLIC
 R

ELE
ASE

PREPRIN
T



Transistor Q4 compares the braking lever 
signal with the braking grid current signal. 
Q4 is forward biased if braking grid current 
increases above the braking lever signal. 
Turn on of Q4 provides a path for current 
flow through transformer T1-B secondary 
and T2-B primary. The output of T2-B is 
rectified and applied to a voltage divider 
consisting of R8 and R9. Forward bias on 
Q3 results in decreasing of excitation to the 
main generator field. 

  

5. Simulation results 

The simulation results applying voltage to 
the modules are shown in following figures: 

 
                      Fig3.resistor network current 

 
                       Fig4. Collector current of Q1 

 
                     Fig5. Collector current of Q3 
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Lightning Phenomenon – Introduction and Basic 
Information to Understand the Power of Nature 

 
Łukasz Staszewski 

University of Technology 
Wybrzeze Wyspianskiego 27 

Wroclaw, Poland 
 

 
This paper introduces the history of lightning researches, 

some hypothesis of lightning forming process, types of lightning 
and triggering ways.  

I. INTRODUCTION 

Benjamin Franklin (1706-1790)[1] endeavored to test the 
theory that sparks shared some similarity with lightning using a 
spire which was being erected in Philadelphia. While waiting 
for completion of the spire, he got the idea of instead using a 
flying object, such as a kite. During the next thunderstorm, 
which was in June 1752, it was reported that he raised a kite, 
accompanied by his son as an assistant. On his end of the string 
he attached a key, and he tied it to a post with a silk thread. As 
time passed, Franklin noticed the loose fibers on the string 
stretching out; he then brought his hand close to the key and a 
spark jumped the gap. The rain which had fallen during the 
storm had soaked the line and made it conductive. 

Although experiments from the past time of Benjamin 
Franklin showed that lightning was a discharge of static 
electricity, there was little improvement in theoretical 
understanding of lightning (in particular how it was generated) 
for more than 150 years. The impetus for new research came 
from the field of power engineering: as power transmission 
lines came into service, engineers needed to know much more 
about lightning in order to adequately protect lines and 
equipment. 

Nowadays lightning is considered as an atmospheric 
discharge of electricity, which typically occurs during 
thunderstorms, and sometimes during volcanic eruptions or 
dust storms.  In the atmospheric electrical discharge, a leader 
of a bolt of lightning can travel at speeds of 60,000 m/s 
(220,000 km/h), and can reach temperatures approaching 
30,000 °C (54,000 °F), hot enough to fuse silica sand into 
petrified lightning, known scientifically as glass channels[2] or 
fulgurites which are normally hollow and can extend some 
distance into the ground.  There are some  
16 million lightning storms in the world every year. 

How lightning initially forms is still a matter of debate. 
Scientists have studied root causes ranging from atmospheric 
perturbations (wind, humidity, friction, and atmospheric 
pressure) to the impact of solar wind and accumulation of 
charged solar particles.  Ice inside a cloud is thought to be a 
key element in lightning development, and may cause  

a forcible separation of positive and negative charges within 
the cloud, thus assisting in the formation of lightning.  

 

II. FORMING PROCESS[3] 

1)  Charge separation – the first process in the generation of 
lightning.  There are two hypothesis describing the process: 

 
–  POLARIZATION MECHANISM HYPOTHESIS 
The mechanism by which charge separation happens is still 

the subject of research, but one hypothesis is the polarization 
mechanism, which has two components:  

a) Falling droplets of ice and rain become electrically 
polarized as they fall through the atmosphere's natural 
electric field; 

b) Colliding ice particles become charged by 
electrostatic induction. 

Ice and super-cooled water are the keys to the process. 
Violent winds buffet tiny hailstones as they form, causing them 
to collide. When the hailstones hit ice crystals, some negative 
ions transfer from one particle to another. The smaller, lighter 
particles lose negative ions and become positive; the larger, 
more massive particles gain negative ions and become negative. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Lighting discharge. 
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–  ELECTROSTATIC INDUCTION HYPOTHESIS 
According to the electrostatic induction hypothesis charges 

are driven apart by as-yet uncertain processes. Charge 
separation appears to require strong updrafts which carry water 
droplets upward, super-cooling them to between -10 and -
20 °C. These collide with ice crystals to form a soft ice-water 
mixture called graupel.a The collisions result in a slight 
positive charge being transferred to ice crystals, and a slight 
negative charge to the graupel. Updrafts drive lighter ice 
crystals upwards, causing the cloud top to accumulate 
increasing positive charge. The heavier negatively charged 
graupel falls towards the middle and lower portions of the 
cloud, building up an increasing negative charge. Charge 
separation and accumulation continue until the electrical 
potential becomes sufficient to initiate lightning discharges, 
which occurs when the gathering of positive and negative 
charges forms a sufficiently strong electric field. 

There are several additional hypotheses for the origin of 
charge separation. 

According to one such hypothesis, charge separation is 
initiated by the ionization of an air molecule by an incoming 
cosmic ray. 

a snow pellets 
 
2)  Leader Formation 
As a thundercloud moves over the Earth's surface, an equal 

but opposite charge is induced in the Earth below, and the 
induced ground charge follows the movement of the cloud. 

An initial bipolar discharge, or path of ionized air, starts 
from a negatively charged mixed water and ice region in the 
thundercloud. The discharge ionized channels are called 
leaders. The negative charged leaders, called a "stepped leader", 
proceed generally downward in a number of quick jumps, each 
up to 50 meters long.  Along the way, the stepped leader may 
branch into a number of paths as it continues to descend.  The 
progression of stepped leaders takes a comparatively long time 
(hundreds of milliseconds) to approach the ground.  This initial 
phase involves a relatively small electric current (tens or 
hundreds of amperes), and the leader is almost invisible 
compared to the subsequent lightning channel.  

When a stepped leader approaches the ground, the presence 
of opposite charges on the ground enhances the electric field. 
The electric field is highest on trees and tall buildings.  If the 
electric field is strong enough, a conductive discharge (called a 
positive streamer) can develop from these points.  This was 
first theorized by Heinz Kasemir.  As the field increases, the 
positive streamer may evolve into a hotter, higher current 
leader which eventually connects to the descending stepped 
leader from the cloud.  It is also possible for many streamers to 
develop from many different objects simultaneously, with only 
one connecting with the leader and forming the main discharge 
path.  Photographs have been taken on which non-connected 
streamers are clearly visible.  When the two leaders meet, the 
electric current greatly increases.  The region of high current 
propagates back up the positive stepped leader into the cloud 

with a "return stroke" that is the most luminous part of the 
lightning discharge. 

 
3)  Discharge 
When the electric field becomes strong enough, an electrical 

discharge (the bolt of lightning) occurs within clouds or 
between clouds and the ground. During the strike, successive 
portions of air become a conductive discharge channel as the 
electrons and positive ions of air molecules are pulled away 
from each other and forced to flow in opposite directions. 

The electrical discharge rapidly superheats the discharge 
channel, causing the air to expand rapidly and produce a shock 
wave heard as thunder. The rolling and gradually dissipating 
rumble of thunder is caused by the time delay of sound coming 
from different portions of a long stroke. 

 
a) Gurevich's runaway breakdown theory[4] 

A theory of lightning initiation, known as the "runaway 
breakdown theory", proposed by Aleksandr Gurevich of the 
Lebedev Physical Institute in 1992 suggests that lightning 
strikes are triggered by cosmic rays which ionize atoms, 
releasing electrons that are accelerated by the electric fields, 
ionizing other air molecules and making the air conductive by 
a runaway breakdown, then "seeding" a lightning strike. 
 
b) Gamma rays and the runaway breakdown theory 

It has been discovered in the past 15 years that among the 
processes of lightning is some mechanism capable of 
generating gamma rays, which escape the atmosphere and are 
observed by orbiting spacecraft. Brought to light by NASA's 
Gerald Fishman in 1994 in an article in Science, these so-called 
Terrestrial Gamma-Ray Flashes (TGFs) were observed by 
accident, while he was documenting instances of 
extraterrestrial gamma ray bursts observed by the Compton 
Gamma Ray Observatory (CGRO). TGFs are much shorter in 
duration, however, lasting only about 1 ms. 

Professor Umran Inan of Stanford University linked a TGF 
to an individual lightning stroke occurring within 1.5 ms of the 
TGF event, proving for the first time that the TGF was of 
atmospheric origin and associated with lightning strikes. 

CGRO recorded only about 77 events in 10 years; however, 
more recently the RHESSI spacecraft, as reported by David 
Smith of UC Santa Cruz, has been observing TGFs at a much 
higher rate, indicating that these occur about 50 times per day 
globally (still a very small fraction of the total lightning on the 
planet). The voltage levels recorded exceed 20 MeV. 

Scientists from Duke University have also been studying the 
link between certain lightning events and the mysterious 
gamma ray emissions that emanate from the Earth's own 
atmosphere, in light of newer observations of TGFs made by 
RHESSI. Their study suggests that this gamma radiation 
fountains upward from starting points at surprisingly low 
altitudes in thunderclouds. 

Steven Cummer, from Duke University's Pratt School of 
Engineering, said, ‘These are higher energy gamma rays than  
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come from the sun. And yet here they are coming from the 
kind of terrestrial thunderstorm that we see here all the time’. 

Early hypotheses of this pointed to lightning generating high 
electric fields at altitudes well above the cloud, where the thin 
atmosphere allows gamma rays to easily escape into space, 
known as ‘relativistic runaway breakdown’, similar to the way 
sprites are generated. Subsequent evidence has cast doubt, 
though, and suggested instead that TGFs may be produced at 
the tops of high thunderclouds. Though hindered by 
atmospheric absorption of the escaping gamma rays, these 
theories do not require the exceptionally high electric fields 
that high altitude theories of TGF generation rely on. 

The role of TGFs and their relationship to lightning remains 
a subject of ongoing scientific study.  

 
4)  Re-strike [5] 
High speed videos (examined frame-by frame) show that 

most lightning strikes are made up of multiple individual 
strokes. A typical strike is made of 3 to 4 strokes. There may 
be more. 

Each re-strike is separated by a relatively large amount of 
time, typically 40 to 50 milliseconds. Re-strikes can cause a 
noticeable "strobe light" effect. 

Each successive stroke is preceded by intermediate dart 
leader strokes again to, but weaker than, the initial stepped 
leader. The stroke usually re-uses the discharge channel taken 
by the previous stroke. 

The variations in successive discharges are the result of 
smaller regions of charge within the cloud being depleted by 
successive strokes. 

The sound of thunder from a lightning strike is prolonged by 
successive strokes. 

 

III.  TYPES OF LIGHTNING 

Some lightning strikes take on particular characteristics; 
scientists and the public have given names to these various 
types of lightning. Most lightning is streak lightning. This is 
nothing more than the return stroke, the visible part of the 
lightning stroke. Because most of these strokes occur inside a 
cloud, we do not see many of the individual return strokes in a 
thunderstorm. 

The return stroke of a lightning bolt, which is the visible bolt 
itself, follows a charge channel only about a half-inch (1.3 cm) 
wide. Most lightning bolts are about a mile (1.6 km) long[6]. 

 
–  CLOUD-TO-CLOUD L IGHTNING  
Lightning discharges may occur between areas of cloud 

having different potentials without contacting the ground. 
These are most common between the anvil and lower reaches 
of a given thunderstorm. This lightning can sometimes be 
observed at great distances at night as so-called "heat 
lightning". In such instances, the observer may see only a flash 
of light without thunder. The "heat" portion of the term is  
 

Figure 2. Cloud-to-cloud lighting. 
 

a folk association between locally experienced warmth and the 
distant lightning flashes. 

Another terminology used for cloud-cloud or cloud-cloud-
ground lightning is "Anvil Crawler", due to the habit of the 
charge typically originating from beneath or within the anvil 
and scrambling through the upper cloud layers of a 
thunderstorm, normally generating multiple branch strokes 
which are dramatic to witness. These are usually seen as a 
thunderstorm passes over you or begins to decay. The most 
vivid crawler behavior occurs in well developed thunderstorms 
that feature extensive rear anvil shearing. 

 
–  DRY LIGHTNING[7]  
Dry lightning is a term in the United States for lightning that 

occurs with no precipitation at the surface. This type of 
lightning is the most common natural cause of wildfires. 

 
–  ROCKET L IGHTNING 
It is a form of cloud discharge, generally horizontal and at 

cloud base, with a luminous channel appearing to advance 
through the air with visually resolvable speed, often 
intermittently.  It is also one of the rarest of cloud discharges. 

 

Figure 3. Multiple paths cloud-to-cloud lighting. 
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Figure 4. Lightning triggered by a volcanic materials thrust high into 
atmosphere. 

 
–  CLOUD TO GROUND LIGHTNING 
Cloud-to-ground lightning is a great lightning discharge 

between a cumulonimbus cloud and the ground initiated by the 
downward-moving leader stroke. This is the second most 
common type of lightning, and poses the greatest threat to life 
and property of all known types. 

 
–  BEAD LIGHTNING 
Bead lightning is a type of cloud-to-ground lightning which 

appears to break up into a string of short, bright sections, which 
last longer than the usual discharge channel. It is fairly rare. 
One of theories is the observer sees portions of the lightning 
channel end on, and that these portions appear especially bright.  
 

–  RIBBON LIGHTNING 
Ribbon lightning occurs in thunderstorms with high cross 

winds and multiple return strokes. The wind will blow each 
successive return stroke slightly to one side of the previous 
return stroke, causing a ribbon effect. 

Figure 5. Representation of upper-atmospheric lightning and electrical-
discharge phenomena. 

–  GROUND-TO-CLOUD LIGHTNING 
Ground-to-cloud lightning is a lightning discharge between 

the ground and a cumulonimbus cloud from an upward-moving 
leader stroke. 
 

–  BALL LIGHTNING[8] 
Ball lightning is described as a floating, illuminated ball that 

occurs during thunderstorms. They can be fast moving, slow 
moving or nearly stationary. Some make hissing or crackling 
noises or no noise at all. Some have been known to pass 
through windows and even dissipate with a bang. Ball 
lightning has been described by eyewitnesses but rarely 
recorded by meteorologists. 
 

–  UPPER-ATMOSPHERIC L IGHTNING[9] 
Reports by scientists of strange lightning phenomena above 

storms date back to at least 1886. However, it is only in recent 
years that fuller investigations have been made. This has 
sometimes been called mega-lightning. 

 

IV.  TRIGGERING OF LIGHTNING 

–  ROCKET-TRIGGERED 
Lightning has been triggered directly by human activity in 

several instances. Lightning struck Apollo 12 soon after takeoff. 
It has also been triggered by launching lightning rockets 
carrying spools  of wire into thunderstorms. The wire unwinds 
as the rocket ascends, providing a path for lightning. These 
bolts are very straight due to the path created by the wire. 
 

–  VOLCANICALLY TRIGGERED[10] 
Extremely large volcanic eruptions, which eject gases and 

material high into the atmosphere, can trigger lightning. This 
phenomenon was documented by Pliny The Elder during the 
AD79 eruption of Vesuvius, in which he perished. 

 
–  LASER TRIGGERED[11] 
Since the 1970s, researchers have attempted to trigger 

lightning strikes on demand. Such triggered lightning is 
intended to protect rocket launching pads, electric power 
facilities, and other sensitive targets. 

Researchers generated filamentsb that lived too short a 
period to trigger a real lightning strike. Nevertheless, a boost in 
electrical activity within the clouds was registered. 

b channel of ionized molecules 
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Abstract— This paper gives a general review of different signal 

processing techniques which are widely used for the power quality 

monitoring. The majority of power quality problems can be 

characterized through measurements of voltage and current. To 

distinguish the type of disturbances, monitoring systems require 

the processing of signals, which concern the extraction of features 

and information from measured digital signals. In fact, the use of 

signal processing techniques can influence the way that voltage 

and current signals are measured and analyzed in power system 

field.   
 

Index Terms—power quality, signal processing, power quality 

monitoring, disturbances, variations, events 

I. INTRODUCTION 

As it is well known, an ideal three-phase AC supply consists of 

three phase voltages that are 120 degrees out of phase and have 

identical magnitudes. Above all, these voltages should be si-

nusoidal and should be available continuously. Any diversion 

from these requirements is considered as poor quality of power. 

One of the major causes of disturbances in AC power system is 

the electronic switching circuits, which are widely used both in 

industry and in household systems. Most of the power electronic 

equipments are manufactured based on the available standards, 

but due to increase in the numbers of such equipments there are 

also an increase in disturbances in the power system. While the 

sources of disturbances in AC power systems increase con-

tinuously, the electric utilities and end users of electrical power 

have become more concerned about the quality issues of the AC 

power.  

The research focuses on power quality monitoring systems are 

very much involved in the studies of signal-processing tech-

niques applied to the monitored signals to extract valuable 

information for analyzing and diagnosing the cause of power 

quality problems. The analysis of this information then help the 

power quality experts to determine the sources and causes of 

such events and, thus, possible solutions for avoiding these 

disturbances can be identified. 

The monitoring practice of power quality includes three 

steps, detecting and extracting the features of the power quality 

events. classifying these events into known waveform catego-

ries, and, if the size of the monitored data is very large, com-

pression methods will be necessary for saving these data for 

further analysis. 

A. Variations and Event 

An important division of power quality disturbances is be-

tween variations and events. Variations are small deviations 
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from the normal or desired voltage or current sine wave that can 

be measured at predefined instances (or more precisely over 

predefined windows of time), whereas events are larger dis-

turbances that trigger a recording or further processing [1].  

The most common origin of variations are: voltage frequency 

variations, voltage magnitude variations; unbalance; voltage 

fluctuations or flicker and waveform distortion. While most 

common origins of events are interruptions, voltage dips, and 

transients. 

  The issues to be discussed when measuring power quality 

variations include: (1) extracting the characteristics; (2) statis-

tics to quantify the performance of the supply at one location; 

(3) statistics to quantify the performance of a whole system [1].  

The issues to be discussed when measuring events include: 

(1) a method has to be defined to obtain the voltage magnitude 

from the sampled waveform; (2) threshold levels have to be set 

for the beginning threshold and for the ending threshold, these 

two thresholds could be the same or different. In addition, a 

value has to be chosen for the minimum duration of interruption; 

(3) characteristics have to be defined for the event, in this case 

the duration of the interruption [1]. 

A general scheme for carrying out power quality measure-

ments is shown in Fig. 1. The first step in power quality moni-

toring is the transformation from analog voltages and currents in 

the power system to sampled digital values that can be proc-

essed automatically. The measurement device block in Fig 1 

includes instrument transformers, analog anti-aliasing filters, 

sampling and digitizing, and digital anti-aliasing and down 

sampling. In this paper, our concentration will be focused on 

post processing and we will assume that the sampled and digi-

tized voltage or current waveforms are available for processing. 

II. DETECTION METHODS OF POWER QUALITY DISTURBANCES 

The disturbance capturing techniques are usually based on 

detecting the power quality events when a certain threshold 

level is exceeded. The limits and threshold levels are primarily 

defined by the standards that provide the acceptable level of 

disturbance in AC power systems by the end users.  

 
 
                  Figure 1. General scheme for power quality measurements 

Signal Processing Techniques used in  

Power Quality Monitoring 
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These methods are divided in two main categories: Detection 

methods of variations and detection methods of events. Before, 

going further it is important to know about the stationary and 

non-stationary signals.  

Stationary Signals: A signal is stationary when it is statistical 

time invariant (or the statistics of the signal are independent of 

time) [1]. All the variations in the voltage and current sine wave 

are among the stationary signals.  

Non-stationary Signals: If a signal is statistical time varying, 

then it is a non-stationary signal. 

   

A. Root Mean Square value (RMS) 

The RMS of a signal is not an analysis technique in its own 

right, but it gives some basic information about an electrical 

system, and is used widely. The main disadvantage of this al-

gorithm is its dependence on the size of the sample window. A 

small window makes the RMS parameter less relevant, as it 

follows the tendency of the temporal signal, and loses the 

meaning of mean value of power. A large window hides the 

events [3].  

The deviation of the voltage or current signal from the ideal 

sine wave is characterized through a number of parameters (or 

features): magnitude, frequency, distortion, unbalance, Flicker 

Severity and very short variations. We will briefly discuss the 

different detection methods for these parameters.   

 

1) Voltage Magnitude Variations 

The vast majority of voltage (magnitude) variation studies 

use the rms value to quantify the voltage magnitude. In IEC 

61000-4-30, a basic measurement window of 10 or 12 cycles (in 

50- and 60-Hz systems, respectively) is prescribed: The meas-

urement window shall be synchronized to the actual power 

system frequency. Non-synchronization leads to a small error in 

the estimated rms value, where the relative error in rms value is 

half the relative error in frequency. A number of alternative 

methods are introduced: among others, voltage amplitude, 

fundamental component, instantaneous three-phase rms, and 

positive-sequence voltage. The latter two values are suitable 

alternatives in a three-phase system.  

For monitoring purpose, the point-by-point RMS values of 

PQ signals have to be calculated, which is defined as 
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Figure 2. RMS calculation of a signal [4] 

 

 
 

Figure 3. Effect of window size on the rms voltage-time waveform [1] 

 

The effect of changing the length of the window is shown in 

Fig 3 for a 1-min window of the phase a voltage of the normal 

case. In all four cases, one value per window has been calcu-

lated. For a one- or two-cycle window, the rms voltage has a 

rather noisy appearance. Applying a longer window gives a 

more smooth function of time.  

For the three-phase measurement, three methods are mostly 

used:  

Average of the magnitude values of the three phases: 

 

                            ( , , )a b cV mean V V V=                             (2) 

The rms value of the amplitudes from three phases:  

                              2 2 21
( )

3
a b cV V V V= + +                       (3) 

The absolute value of the positive-sequence voltage: 

 

                                 pV V=                                                 (4) 

The instantaneous three-phase rms: 

 

                      2 2 21
( ( ) ( ) ( ))

3
a b cV v t v t v t= + +                     (5) 

 

2) Voltage Frequency Variations  

The standard method to characterize frequency variations con-

sists of counting the voltage zero crossings during a time- period 

with an accurately known length (10 s according to IEC 

61000-4-30). The high accuracy of this method is based on the 

very high accuracy for time measurements. The high accuracy 

that can be obtained by the standard method also limits the need 

for more advanced methods. Despite this, an alternative method 

is introduced, based on the dq-transform that is better suited to 

present short-time changes in frequency.  

Use of dq-Transform in Three-Phase System 

With most power quality measurements, the three phases or line 

voltages are available for processing. Despite this, the fre-
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quency is typically only obtained from one channel, the 

so-called reference channel. It is however possible to consider 

all three phases in the calculation of the frequency by using the 

dq-transform, the dq-transform is defined as follows: 
 

2 0 1
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3) Three-Phase Unbalance 

The standard method for quantifying three-phase unbalance is 

as the ratio between negative- and positive-sequence voltage.  
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Alternative definitions for the three-phase unbalance are given 

in a number of IEEE standards. When the fundamental com-

ponents of  the phase-to-phase voltages Uab, Ubc, and Uca are 

known, the unbalance can be calculated from the expression 
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Under IEC 61000-4-30, the basic measurement window used to 

calculate the unbalance is the same as for voltage magnitude and 

harmonic distortion: 10 cycles in a 50-Hz system, 12 cycles in a 

60-Hz system, about 200 ms in each case. Next to the nega-

tive-sequence unbalance, a “zero-sequence unbalance” may be 

calculated as the ratio between zero- and positive-sequence 

voltages. 

B. Fourier Analysis 

One of the most widely used tools in signal processing is Fourier 

analysis. This consists of the decomposition of the signal into a 

sum of sinusoidal signals of different frequencies. The signal in 

the frequency domain is characterized by the angle and the 

module of each sinusoidal wave. So this analysis can be viewed 

as a mathematical transformation from the time domain to the 

frequency domain, as shown in the Fig 4. 

The Fourier transform in continuous time of an integrable 

function f can be expressed as follows: 
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Figure 4. Transformation of time signal in its Fourier Transform 

 

The discrete Fourier transform is thus: 
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The Fourier Transform is very useful in the analysis of har-

monics, and is an essential tool for filter design. However, there 

are some disadvantages, such as losses of temporal information, 

so that it can only be used in the steady state, and cannot show 

the moment when the event is produced.   

The DFT (Discrete Fourier Transform) has been applied with 

great success, thanks to its implementation through its calculus 

algorithm, FFT (Fast Fourier Transform), which provides very 

efficient and quick calculations. 

C. Short Time Fourier Transform analysis 

The short-time Fourier transform-m has been used in power 

quality analysis due to its applicability to non-stationary signals, 

as in the case of most power quality signals [3]. The advantage 

of the STFT technique is its ability to give the harmonic content 

of the signal at every time-period specified by a defined win-

dow. The STFT (VSTFT) of a sampled signal ,v[k], is defined as 

[2]: 

 

( , ) [ ]. [ ]. j k
STFT

k

V n v k w k n e
ω

ω
−

= −∑                                       (11) 

Where w = 2πn/N, N is the length of v[k]; n= 1,.., N; and w[k- n] 

is a selected window that slides over the analyzed signal. The 

main disadvantage of this technique is that the greater the 

temporal resolution required, the worse the frequency resolution 

will be, and vice versa. For a chosen a window size, this will be 

equal for all frequencies. 

D. Wavelet Transform (WT) 

The next logical step is to obtain a window that can vary in time, 

so as to be able to get better frequency or time resolution where 

necessary[3]. The wavelet transform is based on the ecom-

postion of a signal in terms of small waves (daughter wavelets) 

derived from translation (shifting in time) and dilation (sealing) 

of a fixed wavelet function called the "mother wavelet". The 
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Figure 5. Analysis of signal with a possible scaled by means of wavelet. 

 

main advantage of the wavelet transform is its varying-length 

window. The general formula of the continuous wavelet trans-

form (VWT) of a signal v(k) is given by 

 

*
,( , ) ( ). ( )WT a bV a b v t t dtϕ

+∞

−∞

= ∫                                               (12) 

Where ϕa,b(t) is the mother wavelet (the window function, and 

the "*" denotes the complex conjugate), and a and b are the 

scaling and the translation, respectively [2]. The wavelet allows 

the use of long intervals of time where it is necessary a high 

resolution in low frequencies and a small intervals where is 

required a high frequency information, as it is shown in figure 

5[3]. 

Wavelets have been very useful in electrical transients’ analysis. 

According to the type of disturbance, a different type of wavelet 

is used. This renders its application less general.  

E. S-Transform (ST) 

The S-Transform technique is defined by convolving the ana-

lyzed signal, v[k], with a window function. The window func-

tion is chosen to be a function of time and frequency, which 

gives this technique the advantage over the wavelet technique. 

The convolution is performed in the frequency domain by 

multiplying the Fourier transforms of the analyzed signal and 

the window function. Then taking the inverse Fourier transform 

to obtain the analyzed signal in the ST domain. For the discrete 

signal with a Gaussian window, the ST of a signal v[k] is cal-

culated as [2]: 
2
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Where k, m, and n =0, , … ,N-1, and V[m+n/N ] is the Fourier 

transform of the analyzed signal v[k]. 

F. Park's Vector Approach 

The Park's vector approach is based on the locus of the instan-

taneous spatial vector sum of the three-phase vectors (v1, v2, v3). 

The Park's vector component, (vD, vQ) are given by [2]: 

 

1 2 3

2 1 1

3 6 6
DV v v v= − −                                                     (14) 

2 3

1 1

2 6
QV v v= −                                                             (15) 

 

G. Kalman filters 

Kalman filters are special types of filters. Their solutions are 

based on a set of state-space equations. Kalman filters are useful 

tools for many power system applications, for example, 

real-time tracking harmonics, estimating voltage and current 

parameters in power system protection, and estimating the 

parameters of transients. Give the observation data z(n), a 

Kalman filter is described by a set of state equations and a set of 

observation equations as follows[1]: 

 

State equations: 

( ) ( 1) ( 1) ( )x n A n x n w n= − − +                                             (16) 

 

Observation equations: 

( ) ( ) ( ) ( )z n C n x n v n= +                                                       (17) 

 

where x(n) is a vector of state variables, A(n -1) is the state 

transition matrix, w(n) is a vector of model; C(n) connects the 

measurement z(n) with the state vector x(n); v(n) is a vector of 

observation. For stationary data, A(n) and C(n) are time inde-

pendent, that is, A(n)= A and C(n) = C. 

III. CONCLUSION 

Different signal processing techniques has been discussed in 

this paper. In terms of calculation RMS techniques is simple, 

fast, and much sensitive in sags, swells, and interruptions in the 

signals. 

 Comparison between signal processing techniques 
 STFT Wavelet S Transform Park’s Vector 

Speed Moderate Moderate Low High 

Sensitivity Low Moderate High High 

Implementation Difficult Difficult Difficult Easy 
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Optimization of the costs of road lighting systems.

Andrzej Maćków
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Wybrzeże Wyspiańskiego 27 50-370
Wrocław, Poland

I. INTRODUCTION

Minimization of total costs of construction and exploitation 
of road lighting systems becomes a significant topic in Poland 
due to high development of road investment acticity in Poland. 
Many new motor- and high- ways are built in all regions. They 
need to be in use before 2012, because in 2012 we are host of 
Euro.  Thus  high  tempo  and  low  costs  are  recommended. 
Optimization of road lighting should include economic aspects 
(espenses  of  lighting  systems)  carrying  on  many  various 
constrains. Optimization of lighting include a lot of tasks. In 
paper  only  most  important  are  consider.  More  difficult  are 
neglected and analyses uses a large number of simplification.

 

where:
H1-height of fitting suspension
H2-height of lighting post
W-bar length
D-distance between the post

Fig.1 Geometry of fittings

A  road  consists  of  many  various  elements.:  roadways, 
sidewalks,  bicycle  paths,  green  belts,  crossings etc.  Lighting 
systems  is  composed  of  lighting  fittings.  Kinds  and 
configuraton of lighting fittings achieve lighting goal. Lighting 
fittings have different  sources,  rods, posts and equipment. In 
paper we consider straight- road case without crossings. There 
are many different road lighting configuration: one-sided, two-
sided opposite,  two-sided alternate,  on separation belt.  Cross 
symetry of the fittings is the same as road axis. Big variety of 
systems  is  connected  with  various  road  configuration  and 
lighting requirements. It is main task in  construction to choose 
right  one,  which  ensures  best  lighting  performance  to 
considered  road.  Differenation  of  the  lighting  parameters  is 
achieved  by  modifying  the  following  features:  fitting  types, 
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way of their arragment,  height of fitting suspension, distance 
between  the  posts,  projection  of  the  fitting  above  the  road 
components, numer of fittings on single post.

II. OPTIMIZATION OF THE ROAD LIGHTING COSTS

The optimization process  consists  in searching an extreme 
value of J(x) function, reffered to as objective function, where 
x  is  for  vector  of  decisive  variables.  Decisive  variables  of 
objective function are result  from many factors  as,  available 
manufacturing technologies  and standard  requirements.  They 
can be continous or  discrete  character.  Type  and number of 
decisive variables influence on optimization method. We can 
distinguish  two  groups  of  decisive  varibles:  euality  and 
inequality character.  In  the lighting system optimization task 
only inequality constrains are dealt. Usually method  of penalty 
function  is  used.  It  consists  in  replacing  the  task  with 
constrains  for  a  constrain-free  task  by  formulation  of  the 
objective function J(x) in modified form J’(x):

J/(x)=J(x) + ∑FP(x) (1)

where J/(x)-modified objective function,  ∑FP(x)-penalty 
function.
Desisive variables are distance between the fittings, post 
height, bar length, fitting upward inclination angle, fitting type, 
source type, method of fitting arrangement.
Objective function for road lighting optimization has economic 
character. This function is a sum of investment Ji(x) and 
operational Je(x) costs.

Ji(x)=KO+ KZ+ Ks+ KOS+Ki+ Kp            (2)

Je(x)=Ke+ Kk+ Ks+ Kw+ Kd             (3)

where: Ji(x)-the investment part of objective function,  Je(x)-
operational part of the objective function, KO- the costs of 
lighting fittings, KZ- the cost of lighting sources, Ks- the cost of 
the posts, KOS- the cost of additional fixtures, Ki- the 
installation cost, Kp- cost of design, Ke- the cost of electric 
power, Kk- maintenance costs, Kw- the costs of periodical 
exchange of the sources, Kd-additional expenses 
(transportation,utilization of the sources and fittings).

All solutions of the optimization task, considering all 
adopted constrains, is reffered to as an admissible area. The 
form of objective function is definite beyond the admissible 
area. In case of the jobs of such a type the method of external 
penalty function may be used, in the minimization case, for the 
points located beyond the admissible area the value of the 
objective function is increased. Moreover, the penalty is 
different, in accordance with the amount of the transgression 
and number of current iteration. 

The constrains of optimization process of road 
lighting system costs can be divided into three groups related 
to desisive variables, standard requirment, and the requirments 
imposed by investor related (esthetics, shape). The second 
group is related to controlling the lighting parameters( average 
roadway luminance, total uniformity of lumininace etc.) In 
consideration third group is neglected. 

Some  local  extremes  may  occur  during  searching 
optimal solution to the road lighting system. Vector of decisive 
variables x has its constant and discrete components. To solve 
the problem of costs optimization of the road lightning system 
a  nondeterministic  method  of  genetic  algorithm  is  used. A 
genetic algorithm is a  search technique used in  computing to 
find exact or approximate solutions to optimization and search 
problems. This method has high effectiveness in dealing with 
jobs. Disadvantage of method is being frequent solutions that 
only approximate the global one. It  is necesarry to use some 
modifications  to  improve  efficency  of  method.  There  are 
scaling of the adaption function, use of two-point crossing and 
use  of  tourment  selection  method  with  the  elements  of 
exclusivity strategy.

III. CONCLUSIONS

Optimization  of  a  road  lighting  system  consisting  in 
minimization  of  total  cost  is  feasible.  Genetic  algorithm 
method should be used for purpose of optimization of systems 
with such a objective function and different types of decisive 
variables  and  occurance  of  local  extreme  points.  Some 
modyfication are required to improve quickness of finding an 
optimal solution. Decreasing costs od road lighting can rise up 
to 20 % in comparision with several constructions.
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Contemporary high voltage gapless surge arresters 
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Abstract- This paper presents general description of 

contemporary high voltage gapless surge arresters. Housing 
structure, additional equipment and ZnO element are presented 
here.  

I. INTRODUCTION 

Idea of using gapless arresters is quite old. First usage of 
gapless technology was in 1940. Resistors thyrite were used 
then. Their nonlinearity factor was about 3,5. Therefore they 
couldn’t be used in surge arresters. 

Only invention of varistor with nonlinearity factor about 50 
in 1968 allowed to get rid of the spark gap. In 1976 first 
gapless surge arresters were manufactured.   

First generation of varistors were very unstable. Their 
leakage current was increasing in time and caused increasing of 
temperature and decreasing of energy absorption ability. 
Nowadays we have inversed process. Leakage current of 
contemporary varistors is decreasing in time which is good. 

Structure of varistors should be uniform and isolated from 
environment. This and many discovers have been noticed in 
nearly 70 years of varistors science 
 

II. TYPES OF HOUSING 

First generation of gapless surge arrester had porcelain 
housing [1]. Total length of contemporary transmission line 
gapless surge arrester 110kV is about 1,3m. To comparison the 
length of the same device but with spark gap is equal 2m. 

Usually column of varistors is centered in housing but not 
always. Usually gas inside is SF6 or nitrogen, sometimes sand. 

General division of housing of surge arresters is: 
 Polymer housing 
 Porcelain housing 

A. Polymer housing or porcelain housing 

Basic advantage of polymer materials is hydrophobic 
property. The best hydrophobic properties has silicone rubber. 
Silicone as outer insulation has been used for over 30 years 
with good results. It is true that hydrophobic maintains even if 
there is a high pollution level. It is important because 
sometimes pollution flashover can occur. Structure of polymer 
housed arrester is shown in figure 1. 

Guaranteed lifetime of porcelain housing is usually equal 
50 years. Porcelain surface has hydrophilic properties. 
Contemporary scientific research show that breakdown voltage 
of porcelain & polymer housing in high humidity conditions 
don’t differ too much. However in big pollution conditions 
polymer insulation electric strength is greater than in porcelain 
insulator. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Structure of polymer housed arrester – here ABB design. 
 
 

III. VARISTORS APPLICATION 

A. Structure of ZnO varistor 

Zinc oxide ZnO element has been used in gapless high 
voltage arresters up to now. Its nonlinearity factor is decreasing 
during big surge currents. Practically reduced voltage doesn’t 

depend on temperature.  
These varistors are polycrystalline semiconductors 

compound by ZnO grains and other metal oxides (e.g. CoO or 
MnO).  97% of all components is ZnO. However contents of 
the rest mentioned metal oxides is very important because it 
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has big influence to different features of all varistor. Even a 
small change in proportions or manufacturing process can 
affect the properties of this product. Therefore technological 
details of production are a secret of vendors. 
 

TABLE I 
MOST OFTEN USED ADDITIVES TO ZINC OXIDE CERAMICS 

 
Chemical element Impact 

Co, Mn, Sb Create potential barrier on grains border 
Li Reduce leakage current in working voltage conditions 

Sb, Si Reduce grain growth 
Be, Ti, Sn Increase grain growth 

Al, Ga, F, Cr Increase nonlinearity of U-I characteristic 
Sb, Ag, V, Ni, Cr Stabilization of potential barrier 

Bi Creates heterogenic path 
 

Researches of oxide varistors structure were realized 
with  electron microscopes. Result is visible below at figure 2. 
The structure consist grains of ZnO and dissolved cobalt Co 
and manganese Mn.  

 
 
 
 
 
 
 
 
 

 
Figure 2. ZnO ceramic structure 

 
 ZnO grains touch each other without broking of 

another phase. Space between these grains is filled with Bi2O3 
and spinels Zn7Sb2O12.  

 
B. Varistor conductance phenomena 

In varistor’s voltage–current characteristic (Figure 3) we can 
distinguish following zones: before breakdown, breakdown and 
saturation. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Voltage-current characteristic of varistor 

In before breakdown zone resistance of varistor is of the 
order of GΩ and the current in working conditions is of the 

order of μA. Following equation (1) is empirical formulation 
of voltage-current   characteristic in breakdown zone. 

 
   I = kUα            (1) 
 
I – current, k – constant, U – voltage, α – nonlinearity factor. 
 
Contemporary oxide varistors have nonlinearity factor equal 

even 80 which depends on manufacture process and on the 
current. 

 

IV. ADDITIONAL EQUIPMENT 

Additional equipment used with high voltage surge arrester 
is: insulted base, line terminals, grounding terminals, surge 
counters, function indicators, external grading rings [1]. 

Stationary 110kV surge arresters are mounted on 1,5m high 
reinforced concrete bracket. It protect surge arrester from 
intensive snowfall.  

To install function indicators bottom of surge arrester can’t 

be directly grounded. That’s why insulated base is used.  
Longer arresters often require external grading rings to 

maintain a uniform and acceptable voltage stress along their 
length. Operation of such arresters without the grading rings 
may lead to failure. We use them for voltages exceed 110kV. 
Usually two grading rings are used for 400kV. They are 
presented at Figure 4. 

 
 
 
 
 
 

 
Figure 4. Additional grading rings in surge arrester 

 
The most popular operation indicator is overpressure 

indicator. When there is operation the colorful cover is throw 
outside the jet. 

Counting of operation number is made by special spark gaps. 
They also allow to estimate quantity of charge. When spark 
gap operate the electric arc leaves at electrodes after-arc track. 
Shape of these tracks depend on value and time of arc current.  

 
 

REFERENCES 
[1] K.L.Chrzan, “Wysokonapieciowe ograniczniki przepiec,” Dolnośląskie 

Wydawnictwo Edukacyjne, pp. 25-44, Wrocław 2003. 
[2] U. Braunsberger, “ZnO arresters in overvoltage protection in pulsed 

power circuits,” European Electromagnetic Launch Society 12th Topical 
Meeting. September 2001, Ayr. 

[3] ABB Buyer’s Guide ,“High voltage surge arresters”  
 
 

PUBLIC
 R

ELE
ASE

PREPRIN
T



Evaluation of Chaotic Ferroresonance in power transformers including Nonlinear 
Core Losses 

 
     Ataolla Abbasi              Mehrdad Rostami          Hamid Radmanesh         Hamid Reza Abbasi          
Abbasi@shahed.ac.ir      Rostami@shahed.ac.ir    Hamid.nsa@gmail.com  Abbasi1@shahed.ac.ir 

 
Faculty of Engineering, 

Shahed University, 
Khalig-e-Fars free way, 

1417953836 Tehran, Iran, 
P.O. Box: 18151/159, 

Tel: (+98-21)66639821, Fax: (+98-21)51212105, Tehran, Iran 
 
 

  
Abstract 

 
This paper investigates the effect of nonlinear core on the 
onset of chaotic ferroresonance and duration of transient 
chaos in a power transformer. The transformer chosen for 
investigation has a rating of 50 MVA, 635.1 kV, the data for 
which is given by Dommel etal. (Tutorial Course on Digital 
Simulation of Transients in Power Systems (Chapter 14), 
IISc, Bangalore, 1983, pp. 17_/38). The magnetization 
characteristic of the transformer is modeled by a single-
value two-term polynomial. The core loss is modeled by a 
third order power series in voltage. With nonlinearities in 
core loss included, two effects are clear: (i) onset of chaos at 
larger values of open phase voltage, (ii) shorter duration of 
transient chaos, It also shown that nonlinear core can cause 
ferroresonance drop out.  
 

1. Introduction 
 
Ferroresonance is initiated by improper switching operation, 
routine switching, or load shedding involving a high voltage 
transmission line. It can result in Unpredictable over 
voltages and high currents. The prerequisite for 
ferroresonance is a circuit containing iron core inductance 
and a capacitance. Such a circuit is characterized by 
simultaneous existence of several steady-state solutions for a 
given set of circuit parameters. The abrupt transition or jump 
from one steady state to another is triggered by a 
disturbance, switching action or a gradual change in values 
of a parameter. Typical cases of ferroresonance are reported 
in Refs. [1],[4]. Theory of nonlinear dynamics has been 
found to provide deeper insight into the phenomenon. Refs. 
[4],[/7] are among the early investigations in applying theory 
of bifurcation and chaos to ferroresonance. The 
susceptibility of a ferroresonant circuit to a quasiperiodic 
and frequency locked oscillations are presented in Refs. [8],[ 
9], the effect of initial conditions is investigated. Ref. [10] 
Isa milestone contribution highlighting the effect of 
transformer modeling on the predicted ferroresonance 

oscillations. Using a linear model, authors of Ref. [11] have 
brought the effect of core loss in damping ferroresonance 
oscillations. The importance of treating core loss as a 
nonlinear function of voltage is highlighted in Ref. [12]. An 
algorithm for calculating core losses from no-load 
characteristics is given in Ref. [13].The mitigating effect of 
transformer connected in parallel to a MOV arrester is 
illustrated in Ref. [14].However, in all the references cited 
above, the effect of nonlinear core is either neglected. The 
present paper addresses the effect of nonlinear core on the 
global behavior of a ferroresonant circuit. The circuit under 
study represents a case of ferroresonance that occurred on 
1100 kV system of Bonneville Power Administration as 
described in Ref. 

 
2. Circuit Descriptions and Modeling 
 

The three-phase diagram for the circuit is shown in Fig. 1.  
 

 
    Fig.1.System Modeling 

 The 1100 kV transmission line was energized through a 
bank of three single-phase as reported in autotransformers. 
Ref. [1] ferroresonance occurred in phase A when this phase 
was switched off on the low-voltage side of the 
autotransformer; phase C was not yet connected to the 
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transformer at that time. The autotransformer is modeled by 
a T-equivalent circuit with all impedances referred to the 
high voltage side. The magnetization branch is modeled by a 
nonlinear inductance in parallel with a nonlinear resistance 
and these represent the nonlinear saturation 
characteristic )( Lmi−φ  and nonlinear hysteresis and eddy 

current characteristics )( Rmm iv − , respectively. The 
hysteresis and eddy current characteristics are calculated 
from the no-load characteristics by applying the algorithm 
given in Ref. [13]. The iron core saturation characteristic is 
given by: 
 

(1)   s+s=i 21Lm
qφφ  

 
The exponent q depends on the degree of saturation. It was 
found that for adequate representation of the saturation 
characteristics of a power transformer the exponent q may 
take the values 5, 7, and 11. In Ref. [15], the core loss is 
modeled by a switched resistor; which effectively reduced 
the core loss resistance by a factor of four at the time of 
onset of ferroresonance. In this paper, the core loss model 
adopted is described by a third order power series whose 
coefficients are fitted to match the hysteresis and eddy 
current nonlinear characteristics given in [1]: 
 

(2)      vh+ vh+ vh+h=i 3
m3

2
m2m10Rm  

 
Per unit value of )( Rmi given in (3) 
 

32 0039.0073.0047.000001.)( VVVRi +−+−=  
 
 

 
        Fig 2.V-I characteristic of nonlinear core 

 
 
 

 
       Fig 3.Hystersis curve of nonlinear core 

 
 
The circuit in Fig. 1 can be reduced to a simple form by 
replacing the dotted part with the Thevenin equivalent 
circuit as shown in Fig. 4. By using the steady-state solution 
of MATLAB Simulink [16] with the data of the 1100 kV 
transmission line [1], Eth and Zth were found to be: 
 

 
         Fig.4.Thevenin circuit of figure 1 

 
         Fig. 5.Circuit of Ferro resonance investigations 

 
Ω+−== 0.51.01243Ez;1.301E thth jkv  

 
The resulting circuit to be investigated is shown in Fig. 5 
where Zth represents the Thevenin impedance. The behavior 
of this circuit can be described by the following system of 
nonlinear differential equations: 
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The formulation withφ , φp and cv taken as state variables 
are given by: 
 

)6(;; 321 cvxpxx === φφ  
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)8(
] ) ?^2?x 3h+ x2h+(h [L

] )  xxqs+ x(s L-

)xh+xh+ xh+h+xs+ x(s R

-x-x-(t) [e=px

232212

2
1)-(q

12212

3
23

2
22210

q
12112

23th2

φ

 
 
 

)9(
C

)xh+xh+ xh+h+xs+ xs=px 3
23

2
22210

q
12113

 
For these values of q, system simulated: 
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Equations of system with linear core are: 
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             Fig 6.Phase plan diagram for q=5 with linear Core loss 

 
           Fig 7. Phase plan diagram for q=7 with linear Core loss 

 
       

 
           Fig 8.phase plane diagram for q=11 with linear Core loss 
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3. Simulation Results and Discussion 
 

Time domain simulations were performed using fourth order 
Runge_/Kutta method and validated against Matlab 
Simulink. The initial conditions as calculated from steady-
state solution of Matlab are: 

pu)1.55x;pu1.67x;0,0x 321 ===  
 
The circuit in Fig.5 is analyzed by first modeling the core 
loss as a constant linear resistance. Figs. 6, 7and Fig. 8 show 
the phase plan diagram for q=5, 7 and q=11 with nonlinear 
core. Bifurcation diagram for q=/5, 7 and 11 generated by 
conventional time domain simulation show in Figs.12, 13 
and 14. It was found that the chaotic behavior begins at a 
value of )8.0( puE p =  for q=/5 and )1( puE p =  for 
q=7,11 where represents the amplitude of eth (t).Transient 
chaos settling down to the source frequency periodic 
solution was observed for some values of parameters as 
shown in Fig. 12 for a typical value of pE  in the chaotic 
Region. Conventional bifurcation diagrams with the 
nonlinear model of core loss are presented in Figs. 15, 16 
and Fig. 17. Figs.9, 10 and 11 illustrates the corresponding 
phase plot from which a period 9 oscillation can be 
discerned for q=11.  

 
 

 
          Fig 9. Phase plane diagram for q=5 Nonlinear core loss 

 
         Fig10. Phase plane diagram for q=7 Nonlinear core loss 

 
Fig.11.phase plan diagram for q=11 Nonlinear core loss 

 
Fig. 12. Bifurcation diagram for q=5 with linear core loss  

 

Fig. 13. Bifurcation diagram for q=7 with linear core loss  
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Fig. 14. Bifurcation diagram for q=11 with linear core loss  

 
           Fig.15.Bifurcation diagram for q=5 with nonlinear core 
loss 

                      

          Fig.16. Bifurcation diagram for q=7 with nonlinear core 
loss 

 
 
        Fig.17. Bifurcation diagram for q=11 with nonlinear core 
loss 

 
 
 

4. Conclusion 
 
The dynamic behavior of a transformer is characterized by 
multiple solutions. Inclusion of nonlinearity in the core loss 
reveals that solutions are optimistic when compared with 
linear models. An operational guideline for the range of 
values of the core loss that avoids the jump between steady-
state solutions and contains over voltages, is provided. 
 
 
 
 
 
 
 
 
 
 
 
Appendix: Nomenclature 
 
a, b, c   index of phase sequence 
h0, h1, h2, h3, h4 coefficient for core loss nonlinear function 
n          index for the neutral connection 
s1        coefficient for linear part of magnetizing curve 
s2        coefficient for nonlinear part of magnetizing curve 
q          Index of nonlinearity of the magnetizing curve 
Zth      Thevenin’s equivalent impedance 
C         linear capacitor 
Rm     core loss resistance 
L         nonlinear magnetizing inductance of the transformer 
i          instantaneous value of branch current 
v         instantaneous value of the voltage across a branch 
element 
eth(t ) instantaneous value of Thevenin voltage source 
e         instantaneous value of driving source 
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p         time derivative operator 
Eth     R.M.S. value of the Thevenin voltage source 
Ep      peak value of the Thevenin voltage source 
x        state variable 
f         flux linkage in the nonlinear inductance 
v        angular frequency of the driving force 
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Primary Energy Market and Electric Market interaction 
Nuno Domingues 

ISEL, Instituto Superior de Engenharia de Lisboa, Portugal 

Abstract- A liberalised market is a market where 
customers can freely choose their supplier. This 
market model came with the introduction of 
competition into non-competitive regulated markets. 
In a non-competitive environment, supply and prices 
are regulated, while in a liberalized market regulation 
aims at avoiding the abuse of market power. In the 
case of electricity, the starting point was the rigorous 
analysis of the sectors of the industry which were 
natural monopolies and the identification of the 
activities where the barriers to entry were such that no 
competition will develop naturally. It had been 
assumed in former market organization that the whole 
of the electricity industry was a natural monopoly 
which led to the acceptance of vertically integrated 
monopoly supply utilities. On a closer inspection it 
was found that only certain activities were natural 
monopolies, in particular the transmission and 
distribution networks. This discovery led reformers to 
search for mechanisms of introducing competition 
wherever this seemed possible. Bearing in mind the 
upcoming Iberian Electricity Market – MIBEL, we 
studied the sensitivity of the Market Clearing Price to 
changes in the production inputs, such as coal, natural 
gas and fuel.  
 

Index Terms— Electricity markets integration, 
Sensitivity analysis, Market Clearing Price 
 

1.  INTRODUCTION 
arallel to the privatization process of 
electricity utilities and the liberalization of 
the European electricity markets, the 

Portuguese and Spanish markets engaged in a 
process of integration which will lead to the 
upcoming Iberian Electricity Market (MIBEL). 
In both countries it has been introduced changes 
in the production, transmission and distribution 
of electricity sectors with the aim of achieving a 
legally, socially and economically unified 
market.  
 
 
 
 

1) The liberalization process in Portugal 
 
The market opening corresponds to the share of 
the national electric energy costumers potentially 
subjected to the competition and market 
mechanisms, integrating the global consumption 
of the eligible customers and the share of energy 
needs that the entailed deliverers can acquire in 
the scope of this free regime. At present, eligible 
customers are those at Medium Voltage (MV), 
High Voltage (HV) and Very High Voltage 
(VHV), with effective annual consumption. 
By the end of the 80’s it started to be designed 
the current model of the Portuguese system 
(called SEN – Sistema Eléctrico Nacional), 
which promoted the privatization process 
through the publication of the Decree Law (DL) 
449/88, of December 10th. The electricity sector 
passed through another key moment with the 
publication of DL 182 and the 187/95 that 
established the organization bases of the SEN 
and the principles of the activities of production, 
transmission, distribution, cogeneration and 
regulation of the Sector. In 19th of December of 
1996 the European Union published the 
96/92/CE that establishes common rules for the 
domestic market of electricity, which had started 
in 19th of February of 1997. This European Rule 
(CE), negotiated by the State Members of the 
European Union, obligated a review in the 1995 
legislation, resulting then the DL 56/97. This 
also introduced the necessary changes to the 
process of privatization of the national electricity 
utility (EDP). The law suit was complemented 
with the approval of the Proceeding Manual 
(MP) by the Regulator (ERSE – Entidade 
Reguladora dos Serviços Energéticos), in 
29th of February of 2000. So far, the legislative 
structure is completed by a set of seven 
regulations: four from the ERSE and three from 
the Economic Ministry (DGE - Direcção Geral 
de Energia). [1], [3], [4], [7], [9] 
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2) The liberalization process in Spain 
 
In Spain, the government initiated the process in 
1998, after the Ministry of the Industry and 
Energy signed a protocol with the utilities in 
December of 1996. Up to this date the system 
was regulated by the MLE (Marco Legal 
Estable), which compensated the sunk costs, 
aiming the return of investment, the increase of 
the operation efficiency and the increase of the 
competitiveness of the national production. After 
the 70’s oil crisis, this body looked for 
stimulating the nuclear central offices (a process 
that was blocked in 1985 due to fear of terrorist 
attacks), the national coal and the lignite (both of 
weak quality and low energy rentability that by 
itself would not be competitive to the majority 
power plants) in order to decrease the existing 
dependence to the crude. Since the Spanish civil 
war (1936-1939) that the state-owned company 
(ENDESA), situated essentially the north and 
northeast, turned to these primary energy 
sources. Since 1985  the National Grid (REE - 
Red Eléctrica de España) operates the net, 
dispatch the system and owns the transmission 
grid. In 1991 the Iberduero and the 
Hidroeléctrica Española companies joined, 
creating the Iberdrola, and in October of 1996 
ENDESA (already with the offices Viesgo and 
Enher) acquired 75% of the companies FECSA 
and Sevillana. 
The regulating entity is now the CNE 
(Comisión Nacional de Energía) that 
replaced the CSEN (Comisión del Sistema 
Eléctrico Nacional). Since 1996 it strongly 
opposed to any company fusion. Due to its 
historic agreements, the liberalization process is 
difficult and slow. In this scenario, the entrance 
of new not competitive producers is possible 
which will increase the final tariffs, thus 
opposing the initial goals of the free market. In 
24th of December of 1997 it was created the 
OMEL (Compañía Operadora del 
Mercado Español de Electricidad, S.A.), 
related in the article 33 of the Law 54/97 and the 
Real Proceeding R.D. 2019/97. [1], [3], [4], [6], 
[7] 
 

2. DATA COLLECTION 
For the purposes of our study I started by 
searching the market prices for different inputs: 
coal, fuel, natural gas and diesel. Based on 
different load factors of the different 

technologies and different installed capacities, 
applying a conversion factor (from thermal to 
electrical energy) and the plant efficiency, it was 
possible to reach the marginal cost of production 
for each technology. Then, a quadratic cost 
function was estimated for the coal, fuel, natural 
gas and diesel power plants, applying a different 
approach to the hydro, nuclear and renewable 
production. Concerning the hydro power plants it 
was considered its installed capacity. It was 
considered, thus, an almost constant and coherent 
cost with the remaining costs. For the nuclear, 
constant cost for all was considered. For the 
renewals, as they are not dispatchable, as 
established in D.L. 339-C/2001, its production 
was accounted as a load decrease. In parallel, the 
characterization of the installed power and the 
produced energy of the Portuguese and Spanish 
grids were made. One can, then, shape the curves 
of cost of production curve of the Portuguese, 
Spanish and the aggregate System. [4], [5], [7], 
[8] 
 

3. SIMULATION RESULTS 
The simulation results for the winter scenario 
(PH) are: 
- Market-clearing price (MCP):    32.4075 €/ 
MWh 
- Market-clearing quantity (MCQ): 46165.7028 
MWh 
 
And for the summer scenario (VS) are: 
- Market-clearing price (MCP): 11.7925 €/ MWh 
- Market-clearing quantity (MCQ):  22420.0432 
MWh 
 
Changing the price of the fuel in percentage, I 
achieved the values for the MCP presented in 
Figure 1 in the appendix. 
 
For each scenario I have represented the 
corresponding trend line, as shown in fig. 2 and 
in fig. 3 in the appendix. 
In the winter scenario (PH) the water resources 
are not enough to satisfy the demand. The 
cheapest fuel is the coal, so will be the next 
technology to be used. The MCP is immune to 
coal price variations indicating that the marginal 
production came from another technology. 
Follows the electric production by oil resource. I 
can see that there are some competition between 
oil and the gas. So, if the price of any of these 
two change there is a reflection in the MCP. If 
the price of oil decreases there is no change in 
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MCP because the marginal production 
technology is gas. However, as the price of oil 
raises, less units will be produced by this 
technology and the MCP will also raise because 
there will be competition between gas and oil. In 
the Summer scenario (VS) the water and the coal 
fuels are enough to satisfy the demand. So, 
changes in gas and oil prices will not be reflected 
in MCP because neither are the marginal 
technology. However, raising the price of the 
coal too much or decreasing the price of oil too 
much will bring some competition between them 
and will be reflected in MCP. 
Note that MCP goes from 32 €/MWh to 
11 €/MWh as the MWh units produced goes 
from 46 165 to 22 420.  
 

4. CONCLUSIONS 
It is often being argued that a liberalised market 
will lead to real competition, with the 
consequence of welfare improvements, but that 
is not necessarily true. The basic assumption of a 
competitive market is, among others, the 
possibility to choose between different suppliers 
and that these suppliers are able to generate 
electricity at the lowest possible costs. 
This paper focus on the sensitivity of the Market 
Clearing Price (MCP) to the change of the fuel 
price. Other sensitivities can be explored, such as 
demand curve, lost of an interconnection, lack of 
water resources, among others. One of the 
powerful tools of this simulator is analyse these 
kinds of sensitivities. Others are the impacts of 

the aggregation for both Countries and for all 
players. 
I stress that in a liberalized market volatility of 
MCP is a key issue. Demand forecast is quite 
difficult if compared to other commodities, 
giving a wider confidence range. Risk 
management joins this two properties and faces 
possible errors in the forecasting tools. 
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6. APPENDIX 

 

  Fuel Price  
 Technology Scenarios 80,00% 90,00% 100,00% 110,00% 120,00% 

PH 32,41 32,41 32,41 32,41 32,41 
Coal VS 9,43 10,61 11,79 12,97 14,15 

PH 32,40 32,40 32,41 33,10 33,41 
Oil VS 11,79 11,79 11,79 11,79 11,79 

PH 26,73 29,87 32,41 35,64 38,88 
Gas VS 11,79 11,79 11,79 11,79 11,79 

 
Figure 1: MCP sensitive table for fuel price changes in €/MWh 
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Figure 2: MCP sensitive table for fuel price changes in the Winter scenario 
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Figure 3: MCP sensitive table for fuel price changes in the Summer scenario 
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Abstract – The paper will give basic knowledge about EMC 
from measurements point of view. Principals of tests done in 
GTEM chamber will be presented. 

I. INTRODUCTION 

Electromagnetic compatibility is relatively new concept. The 
producers of devices sold in the European Union common 
market are obligated to check EMC from year 1996. EMC is 
nothing else then ability of the device, installation or system to 
proper work in electromagnetic environment without adding 
additional distortions to this environment or other working 
devices. Because there are more then one possible scenario of 
interferences between two devices, the main problem if how to 
analysis those distortions. For this goal the GTEM chamber 
was design and build. 

II. THEORY 

From the entire EMC test, the measurements of radiation 
emission are the hardest, most time consuming and most 
expensive, because they need special, big enough field with 
low external radiation emission coming from other sources. 
Most of todays directives concerning EMC test, recommend 
performing the measurements in open area test site (OATS). 
Main elements of this environment are: 

- low ambient and noise floor, 
- oversized ground plane, 
- host equipment area, 
- Weather protection. 
 
Building such location is very hard due to weather 

conditions and electromagnetic wave propagation. Taking into 

account many inconveniences of this method, other one is 
needed, which will allow carrying out test in more friendly 
conditions. One of the most common techniques is the 
anechoic and shielded chamber, which are independent form 
external weather and electromagnetic conditions.   

 

III.  CONSTRUCTON OF GTEM CHAMBER 

The GTEM cell (Gigahertz Transverse Electromagnetic cell) 
is usually a construction in shape of the rectangular prism, 
equipped with screens limiting influence of external 
electromagnetic fields and special internal shields preventing 
leakage of electromagnetic wave generated in the chamber. 
With proper shielding level and wave absorption (absorbing 
function is carried out be special absorbers build in the 
chamber) it is possible to obtain restricted measurement area, 
which is usually few times smaller then dimensions of the 
chamber.  In this area propagation of electromagnetic wave is 
know and can be controlled.  

The GTEM chamber are developed version of TEM chamber, 
they are able to measure frequencies up to several GHz. 

IV.  MEASUREMENTS  

The GTEM chamber is used to measure intensity of field 
distortions produced by examined devices. Basic equipment is 
the chamber and measurement device.  

Emission of investigated device is obtained by measuring 
voltage at the output of the chamber for 3 planes of examined 
object. The emission distortion level is calculated basing on the 
dependence between obtained values and field intensity values 

Figure 1. Schema of GTEM chamber 

Absorber
 Point of field 

calibration 

Work space 

Figure 2. GTEM  chamber in Laboratorium Urządzeń Elektronicznych 
Poznań 
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measured on OATS. 
To fulfill standard EN 55022 the analyzer must be set to 

check the object in the range of frequencies from 30 MHz to 1 
GHz with step of 120 Hz. The detector must be able to measure 
quasi peak value for which maximum emission levels are 
defined – table 1. Other values like peak, average, RMS are 
optional.  

 
The main problem with performing the measurements is the 

time. It is easy to calculate that 8084 measures need to be taken. 
The quasi peak detector needs at least 1 second to register the 
value. For 1 plane it is more then 2 hours. This time needs to 
by multiply be 3, because the tests are performed in 3 planes. 

To circumvent this barrier special procedure was created: 
- pre-testes for whole frequencies range with peak value 

detector, 
- choice of frequencies were the intensity exceeds or is 

close to threshold, 
- precise tests for chosen frequencies with quasi-peak 

detector. 
All three points are performed for each plane.  
 

Table 1 
Permissible values of quasi-peak value for IT devices according to EN 55022 

Permissible level [dBuV/m] Frequencies range 
[MHz] Class A devices 

Quasi-peak value 
Class B devices 

Quasi-peak value 
30 – 230 40 30 

230 – 1000 47 37 
 

 

V. SUMMARY  

Recently electronic and electric devices were checked only 
in a meaning of fundamental requirements. The EMC tests 
were not so important to producer. Now all producers must 
fulfill conditions given by EN 55022, because of that they are 
obligated to create the technical documentation of the product. 
The documentation will give overview if the object is safe in 
meaning of EMC. What is more the manufacturer need to 
guarantee the production procedure according to created 
documents. 

It is estimated that 10% of nowadays devices are connected 
with usage of components that will not cause problem in point 
of electromagnetic compatibility.  

Good strategy is to test main elements of designed device 
separately – it will give lower probability that they will cause 
problem working together.      
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Abstract— The main purpose of this paper is to discuss the basic 

understanding of power quality in relation to the distributed gen-

eration. Due to considerable overlap between two technologies, 

disturbances affecting the power quality, which are mainly cause 

by the addition of Distributed Generation (DG) on the existing 

power system network. Injection of the DG into an electric power 

grid can affect the voltage quality. Distributed generation of dif-

ferent voltage levels when connected to the power system network 

could influence the voltage regulation, sustained interruptions, 

harmonics, sags, swells, etc. All the information given here is col-

lected from different references by keeping in mind the students at 

the beginning level of the concerned topic.   

Index Terms—power quality, distributed generation, distrib-

uted generators, distributed resources, disturbances. 

I. INTRODUCTION 

The demand of power is escalating in the world of electricity. 

This growth of demand triggers a need of more power genera-

tion. DG uses smaller-sized generators than does the typical 

central station plant. Distributed generators are small scale 

generators located close to consumers; normally Distributed 

Generators are of 1 kW to 100 MW [1].  

Definition of DG [2]  

Distributed generation in simple term can be defined as a 

small-scale generation. It is active power generating unit that is 

connected at distribution level.  

• IEEE defines the generation of electricity by facilities suf-

ficiently smaller than central plants, usually 10 MW or less, 

so as to allow interconnection at nearly any point in the 

power system, as Distributed Resources.  

• Electric Power Research Institute (EPRI) defines distributed 

generation as generation from a few kilowatts up to 50 MW.  

• International Energy Agency (IEA) defines DG as “Power 

generation equipment and system used generally at distri-

bution levels and where the power is mainly used locally on 

site”.  

• The International Council on Large Electricity Systems 

(CIGRE) defines DG as generation that is not centrally 

planned, centrally dispatched at present, usually connected 

to the distribution network, and smaller than 50-100 MW.  

These generators are distributed throughout the power system 

closer to the loads. The DG penetration in the grid poses new 

challenges and problems to the network operators as these can 

have a significant impact on the system and equipment opera-

tions in terms of steady-state operation, dynamic operation, 

reliability, power quality, stability and safety for both customers 

and electricity suppliers. However as we are only concerned 

with power quality of the primary and secondary distribution 

system, we will only consider generator sizes less than 10MW 

Umar Naseem Khan is with the Faculty of Electrical Engi-

neering, Wroclaw University of Technology, Wroclaw 50-370, 

Poland (e-mail: umar.naseem@gmail.com). 

[2]. Generators larger than this are typically interconnected at 

transmission voltages where the system is designed to accom-

modate many generators. The normal distribution system de-

livers electric energy through wires from a single source of 

power to a multitude of loads. Thus, several power quality 

issues arise when there are multiple sources.  

II. INTERFACE TO THE UTILITY

Here we are only concerned about the impact of distributed 

generation on power quality. While the energy conversion 

technology may play some role in the power quality, most 

power quality issues relate to the type of electrical system in-

terface. Some notable exceptions include: (a) The power varia-

tion from renewable sources such as wind and solar can cause 

voltage fluctuations. (b) Some fuel cells and micro turbines do 

not follow step changes in load well and must be supplemented 

with battery or flywheel storage to achieve the improved reli-

ability expected from standby power applications. (c) Misfiring 

of reciprocating engines can lead to a persistent and irritating 

type of flicker, particularly if it is magnified by the response of 

the power system. 

The main types of electrical system interfaces are synchronous 

machines, asynchronous (induction) machines and electronic 

power inverters [2].  

Synchronous Machines: Some actual examples of unex-

pected consequences are  

1. The harmonic voltage distortion increases to intolerable 

levels when the generator is attempting to supply adjust-

able-speed-drive loads. 

2. There is not enough fault current to trip breakers or blow 

fuses that were sized based on the power system contribution. 

3. The voltage sag when elevator motors are being started 

causes fluorescent lamps to extinguish. 

Generators must be sized considerably larger than the load to 

achieve satisfactory power quality in isolated operation. 

Asynchronous (induction) machines: Induction generators 

are induction motors that are driven slightly faster than syn-

chronous speed. They require another source to provide exci-

tation. The requirements for operating an induction generator 

are essentially the same as for operating an induction motor of 

the same size. The chief issue is that a simple induction gen-

erator requires reactive power (vars) to excite the machine from 

the power system to which it is connected. To supply the reac-

tive power locally, power factor correction capacitors are 

added. While this works well most of the time, it can bring about 

another set of power quality problems. One of the problems is 

that the capacitor bank will yield resonances that coincide with 

harmonics produced in the same facility.  Another issue is 

self-excitation. An induction generator that is suddenly isolated 

on a capacitor bank can continue to generate for some period of 

time. This is an unregulated voltage and will likely deviate 

outside the normal range quickly and be detected. 

Umar Naseem Khan 
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Electronic power inverters: All DG technologies that gen-

erate either dc or non–power frequency ac must use an elec-

tronic power inverter to interface with the electrical. The early 

thyristor-based, line-commutated inverters quickly developed a 

reputation for being undesirable on the power system. The 

line-commutated inverters produce harmonic currents in similar 

proportion to loads with traditional thyristor-based converters. 

Besides contributing to the distortion on the feeders, one fear 

was that this type of DG would produce a significant amount of 

power at the harmonic frequencies. Such power does little more 

than heat up wires. To achieve better control and to avoid 

harmonics problems, the inverter technology has changed to 

switched, pulse-width modulated technologies [2].  

III. POWER QUALITY ISSUES

A major issue related to interconnection of distributed re-

sources onto the power grid is the potential impacts on the 

quality of power provided to other customers connected to the 

grid. 

A. Voltage Regulation 

Over-voltages due to reverse power flow: If the downstream 

DG output exceeds the downstream feeder load, there is an 

increase in feeder voltage with increasing distance. If the sub-

station end voltage is held to near the maximum allowable 

value, voltages downstream on the feeder can exceed the ac-

ceptable range.  

Interaction with load tap changers (LTC) and static voltage 

regulators (SVR) controls: The presence of DG can cause lo-

calized changes in flow patterns, which are not reflective of the 

general trend on the feeder. As a result, LTC or SVR can be set 

such that a good voltage profile may not be obtained. 

Figure 1 illustrates one voltage regulation problem that can 

arise when the total DG capacity on a feeder becomes signifi-

cant. This problem is a consequence of the requirement to 

disconnect all DG when a fault occurs. 

Fig 1a shows the voltage profile along the feeder prior to the 

fault occurring. The intent of the voltage regulation scheme is to 

keep the voltage magnitude between the two limits shown. In 

this case, the DG helps keep the voltage above the minimum 

and, in fact, is large enough to give a slight voltage rise toward 

the end of the feeder. 

Figure 1. Voltage profile change when DG is forced off to clear faults.

When the fault occurs, the DG disconnects and may remain 

disconnected for up to 5 min. The breaker recloses within a few 

seconds, resulting in the condition shown in Fig. 1b. The load is 

now too great for the feeder and the present settings of the 

voltage regulation devices. 

Therefore, the voltage at the end of the feeder sags below the 

minimum and will remain low until voltage regulation equip-

ment can react. This can be the better part of a minute or longer, 

which increases the risk of damage to load equipment due to 

excessively low voltages. 

Solutions include: 

1. Requiring customer load to disconnect with the DG. This 

may not be practical for widespread residential and small 

commercial loads. Also, it is difficult to make this transition 

seamlessly and the load may suffer downtime anyway, negating 

positive reliability benefits of DG. 

2. Installing more voltage regulators, each with the ability to 

bypass the normal time delay of 30 to 45 s and begin changing 

taps immediately. This will minimize the inconvenience to other 

customers. 

3. Allow DG to reconnect more quickly than the standard 

5-min disconnect time. This would be done more safely by using 

direct communications between the DG and utility system 

control. 

4. Limit the amount of DG on the feeder. 

B. DG Grounding Issue: 

A grid-connected DG, whether directly or through a trans-

former, should provide an effective ground to prevent 

un-faulted phases from over-voltage during a single-phase to 

ground fault. Proper grounding analysis of DG will ensure 

compatibility with grounding for both the primary and secon-

dary power systems. This analysis must consider (1) the gen-

erator-winding configuration (or inverter arrangement), (2) its 

grounding point, (3) the interface transformer configuration, 

and (4) grounding of both the primary and secondary power 

systems to which the DR is connected [4].  

Solutions Include[1]:

Grounding recommendations for distributed resources:  
Design of Primary 

Distributed System 

Design of Secon-

dary System 

DR Grounding 

4-wire, Grounded 

DR should be ungrounded or 

high-impedance grounded with 

respect to primary and effec-

tively grounded with respect to 

the secondary system 

Three-wire, un-

grounded system or 

high-impedance, 

grounded system 
3-wire, un-

grounded 

DR should be ungrounded or 

high-impedance grounded with 

respect to primary and secon-

dary system 

4-wire, Grounded 

DR should be effectively 

grounded with respect to the 

primary and secondary system. 

Four-wire, 

multi-grounded 

neutral system 3-wire, un-

grounded 

Dr should be effectively 

grounded with respect to the 

primary system and un-

grounded or high-impedance 

grounded with respect to the 

secondary system 
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C. Harmonic Distortion 

Voltage harmonics are virtually always present on the utility 

grid. Nonlinear loads, power electronic loads, and rectifiers and 

inverters in motor drives are some sources that produce har-

monics. The effects of the harmonics include overheating and 

equipment failure, faulty operation of protective devices, nui-

sance tripping of a sensitive load and interference with com-

munication circuits.  

All power electronic equipments create current distortion that 

can impact neighboring equipment. DG like PV, fuel cells are 

likely to introduce harmonics problem in the system.           

Harmonics from DG come from inverters and some synchro-

nous machines. The PWM (pulse width modulation) switching 

inverters produce a much lower harmonic current content than 

earlier line-commutated, thyristor-based inverters [1].  

One new distortion problem that arises with the modern in-

verters is that the switching frequencies will occasionally excite 

resonances in the primary distribution system. This creates 

non-harmonic frequency signals typically at the 35th harmonic 

and higher riding on the voltage waveform. This has an impact 

on clocks and other circuitry that depend on a clean voltage zero 

crossing. A typical situation in which this might occur is an 

industrial park fed by its own substation and containing a few 

thousand feet of cable. A quick fix is to add more capacitance in 

the form of power factor correction capacitors, being careful not 

to cause additional harmful resonances [1]. 

Solutions include: 

1. Newer PWM inverters have lower current distortion  

2. Use non-resonant switching frequencies  

3. Use reactors in the neutral, or generators with a 2/3 coil 

winding pitch 

D. Flicker 

Some energy source (e.g., wind turbine or fuel cell) has some 

mechanical (or chemical) fluctuations in power output and some 

electrical equipment (e.g., the dc bus and inverter) does not have 

sufficient energy storage to smooth out these fluctuations. This 

will result in fluctuations in the power delivered by a DG and 

can cause flicker in the power system in a fashion very similar to 

that caused by load fluctuations [3]. 

Solutions include [3]: 

1. Utility companies try to limit flicker so that it is at a level 

that cannot be perceived by the human eye. This is ac-

complished by designing the power system to be suffi-

ciently robust so that smaller load variations do not 

create noticeable voltage variations.  

2. It is also controlled by imposing limits on the types of 

loads that are allowed to connect at various points on the 

system 

3. When a larger DR unit is applied on a feeder, rapid 

response voltage regulators (static VAR compensators) 

or fast-response reactive compensation using inverter 

reactive-power capabilities can do mitigation of flicker.  

4. Energy storage technologies can be applied to smooth 

the output fluctuations of solar and wind energy sys-

tems. 

E. Islanding 

Refers to a condition in which distributed generation is iso-

lated on a portion of the load served by the utility power system. 

It is usually an undesirable situation, although there are situa-

tions where controlled islands can improve the system reliabil-

ity. Islands may be intentional or unintentional [2].  

If an island should occur, it should persist for only a very 

brief period, unless the aggregate real and reactive output of all 

the DG supporting the island is close to the load demand. Oth-

erwise, island voltage and frequency will change rapidly and all 

the DG has to be shut down to prevent this.  

In case the DG in the distribution system is capable to meet 

the load demand, DG can be operated in the island mode and 

continue to energize the distribution system. But the major 

issues with this type of inadvertent islanding are:

1. The voltage and frequency provided to other customers 

connected to the island are out of the utility’s control, 

yet the utility remains responsible to those customers.  

2. Protection systems on the island are likely to be unco-

ordinated, due to the drastic change in short-circuit 

current availability. 

Out-of-step reclosing: Many utilities use an “instantaneous” 

reclosing practice, where breakers and circuit reclosers reener-

gize the protected circuit without any intentional delay and this 

could result in out of phase reclosing of the distribution system. 

As a result of out of phase reclosing: 

1. Large mechanical torques and currents are created, 

which can damage the generator or the prime mover. 

2. Transients are created which are potentially damaging 

to utility and other customer equipment.  

3. Out-of-phase reclosing, if it occurs at a voltage peak, 

will generate a very severe capacitive switching tran-

sient. In a lightly damped system, the crest over-voltage 

can approach three times rated voltage. 

Prevention [1]: 

1. Inverter controls are designed to raise a rising frequency 

or lower a dropping frequency  

2. The power system frequency acts to correct the inverter 

frequency 

3. Without the power system to correct the frequency, the 

destabilizing signal in the inverter control quickly causes 

an over- or under-frequency condition, and frequency 

relays trip the inverter 

4. Load/generation imbalance relies on an intentional and 

significant difference between the DG output and the 

local load. DG is operated at constant power factor or 

constant reactive power, and not permitted to regulate 

voltage. When an island forms, the mismatch between

the DG and the load will quickly cause detectable volt-

age and/or frequency variations 

F. Protection System [4] 

Tradition distribution systems were not designed to have ac-

tive power generating units in them. Power is supplied by the 

transmission system and power flow is mainly unidirectional. 

But with the DG in the system, power flow can be bi-directional. 
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Impact of DG on Protection System Coordination 

Figure 2. Typical feeder with recloser and fault 

In fig 2, IUS is the current from the utility source Fault current 

seen by the recloser is IR The fault current at the fault location is 

IF. 

Without DG,  

IUS = IR = IF 

With the DG connected 

IF = IUS + IDG and IR = IF

However,  

IR ≠IUS

The condition indicated is not seen in the typical radial dis-

tribution system. IUS without the DG does not equal IUS with the 

DG. With the DG connected, the fault current seen by the re-

closer (IR) will be greater than without the DG connected. 

This would normally not cause a problem with the recloser 

size as long as the new greater IR does not exceed the recloser 

maximum interrupting rating. However, it is very likely that 

coordination between the recloser and any down-line fuses will 

be lost. Because both the recloser and fuses operate faster at 

higher fault currents, the required margins between the recloser 

fast curve and the fuse minimum melt curve could be reduced 

enough to lose coordination. 

Depending on characteristics of the network and DG, various 

other protection problems can arise. They are namely: 

1. False tripping of feeders (sympathetic hipping) 

2. Fuse coordinate with recloser fast-trip varies with DG 

operation 

3. Nuisance tripping of production units  

4. Blinding of protection  

5. Increased or decreased fault levels  

6. Unwanted islanding  

7. Prohibition of automatic reclosing  

8. Unsynchronized reclosing 

Solutions Include 

1. Reduction of Reach: Adjust relay to increase reach.

Add recloser to add another protection zone. Mini-

mize DG contribution to ground faults 

2. Sympathetic tripping: Directional relays, changes to 

circuit breaker settings 

3. Defeat of fuse saving: Larger fuses, minimize DG 

contribution to ground faults 

IV. CONCLUSION

Different issues related to power quality when DR is integrated 

with the existing power system has been discussed in the paper. 

It can be concluded from this discussion that when intercon-

necting DR to the power system, these issues must be consid-

ered which could affect power quality and safety. Penetration of 

DR can be successfully integrated with the power system as long 

as the interconnection designs meet the basic requirements that 

consider not only power quality but also system efficiency and 

power reliability and safety.  
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Abstract

 An ultracapacitor bank control system for an Electric 
Vehicle has been simulated. The purpose of this device is 
to  allow higher accelerations  and decelerations  of  the 
vehicle  with  minimal  loss  of  energy,  and  minimal 
degradation of the main battery pack. The control of the 
system measures the battery voltage, the battery state-
of-charge, the car speed, the instantaneous currents in 
both  the  terminals  (load and ultracapacitor),  and  the 
actual voltage of the ultracapacitor. This last indication 
allows  knowing  the  amount  of  energy  stored  in  the 
ultracapacitor.  When the car runs at high speeds,  the 
control keeps the capacitor discharged. If the car is not 
running,  the  capacitor  bank  remains  charged  at  full 
voltage.  Medium  speeds  keep  the  ultracapacitors  at 
medium  voltages,  to  allow  future  accelerations  or 
decelerations. The battery voltage is an indication of the 
car  instantaneous  situation.  When  the  vehicle  is 
accelerating, the battery voltage goes down, which is an 
indication  for  the  control  to  take  energy  from  the 
ultracapacitor.  In  the  opposite  situation  (regenerative 
braking),  the  battery  voltage  goes  up,  and  then  the 
control needs to store the kinetic energy of the vehicle 
inside  the  ultracapacitor.  The  measurement  of  the 
currents in both sides allows keeping the current levels 
inside maximum ratings. The battery state-of-charge is 
used to change the voltage level of the ultracapacitor at 
particular  values.  If  the  battery  is  fully  charged,  the 
voltage level of the capacitors is kept at lower levels than 
when the battery is partially discharged. 
Keywords:  Hybrid  vehicles,  Ultracapacitor, 
Regenerative braking, energy modeling, Battery pack.

I.  INTRODUCTION

Ultracapacitors  are a new technology that  allows to 
store20  times  more  energy  than  conventional 
electrolytic capacitors.  Despite  this  important 
advance  in  energy storage,  they  are  still  far  from 
being compared with electrochemical batteries. Even 
Lead-acid batteries can store at least ten times more 
energy than ultracapacitors  How ever, they present a 
lot  better  performance  in  specificpower  than  any 

battery, and can be charged and discharged thousand 
of  times  without  performance  deterioration.  These 
very good characteristics can be used in combination 
with
normal  electrochemical  batteries,  to  improve  the 
transient performance  of  an electric  vehicle,  and to 
increase  the useful  life  of  the  batteries.  Fast  and 
sudden battery discharge during acceleration, or fast 
charge  during  regenerative braking  can  be  avoided 
with  the  help  of  ultracapacitors. Besides, 
ultracapacitors allow regenerative braking even
with  the  batteries  fully  charged  In  this  paper,  an 
auxiliary  ultracapacitor  bank,  using  a  Buck-Boost 
converter, has been simulated. The ultracapacitor has 
a capacity of 7 Farads, a nominal voltage of 300 Vdc, 
and a maximum voltage of 360Vdc. It comprises 144 
units in series, each one with 1,000 Farads, and 2.5 
volts dc nominal (2.7 volts maximum). The maximum 
current is 400 amps, and the weight of the capacitor 
bank is 45 kg. The total weight of the equipment is
estimated in 70 kg.

II.  THE SYSTEM PROPOSED

The Figure 1 shows a diagram of the ultracapacitor 
system  proposed.  The  power  circuit  has  two  main 
components:  the  converter,  and  the  ultracapacitor 
bank. The equipment is connected in parallel to the 
main battery,  which has  26 batteries  in  series  (312 
Vdc  nominal).  The  capacitor  voltage  is  allowed  to 
discharge  until  one  third  of  its  maximum  voltage 
(around 120 Vdc), allowing to store an amount of
112  Wh  of  useful  energy.  This  apparently  poor 
amount of  energy allows having more than 40 kW of 
power during 10 seconds, which is more than enough 
time  for  a  good acceleration  (or  deceleration)  without 
detriment in the battery life. The nominal power of the 
traction motor is 32 kW, and the peak power is 53 kW. 
During acceleration, transfer energy from the capacitor 
to the main battery. During regenerative braking, move 
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energy  in  the  opposite direction.  Because  of  the 
topology of converter, the ultracapacitor never reaches 
voltages higher than the battery pack (self-protection).
To do all the duties during acceleration and deceleration
correctly,  a  good  control  strategy  is  required.  The 
control strategy strongly depends on the size of the 
ultracapacitor. With a large capacity, the vehicle can 
run  taking  an  almost  constant  battery  current  (the 
average  current).  Under  these  conditions,  the 
capacitor gives all the positive and negative variations 
around  this  average  current  and  its  voltage  can 
indicate when is required to increase or decrease the 
average current given by the battery pack. However, 
this  solution  is  costly  because  ultracapacitors  are 
quite  expensive  right  now.  This  reason  forces  to 
install an ultracapacitor as small as possible, but large 
enough to avoid battery voltages too low or too high, 
and battery currents (negative or positive) too high. 
Under these economical reasons, many variables need
to be measured, each one with a different priority.

III CONTROL STRATEGY

Considering the high cost of the ultracapacitors, the 
total capacity in Farads has to be minimized. Then, a 
more  complicated  control  strategy  is  required, 
because  the  energy  stored  is  in  this  case  limited. 
Every variable, such as instantaneous battery voltage, 
battery state of charge, instantaneous battery current, 
ultracapacitor initial conditions, capacitor current, and 
so, need to be sensed. The speed of the vehicle also 
needs  to  be  taken  in  account  because  when  the 
vehicle is going to start, all the capacitor energy will 
be required. By contrast, when the vehicle run at
high speeds (more than 80 km/h), the ultracapacitors 
need to be empty,  to be able to receive the energy 
coming from a sudden emergency stop. At medium 
speeds,  the  ultracapacitor  should  have  in-between 
charge  inside.  The  state  of  charge  has  to  be 
considered  because  full  charged  batteries  do  not 
accept any current,  and hence,  under this condition, 
the ultracapacitor has to be discharged (that means no 

more than 15-20 % of its full capacity).  Only if the 
car goes to a total detention, some amount of energy
could be required. By contrast, if the battery state of 
charge  is  poor,  the  ultracapacitor  should  keep  an 
amount  of  energy  higher  than  under  normal 
conditions. The state of charge is estimated by time 
integration  of  the  battery  current  (positive  or 
negative). The system also recognizes a fully charged
battery  when  its  voltage  goes  up  rapidly  under  a 
regenerative braking condition. As the energy stored 
in  the  ultracapacitor  is  proportional  to  VCAP2,  this 
voltage  gives  a  good  indication  of  its  remained 
charge.  The  capacitor  voltage  is  being  controlled, 
through the interaction  of  the other  aforementioned 
variables, such as the vehicle speed, and the state of 
charge  of  the  battery.  The  measurement  of  the 
instantaneous battery voltage, and the sign of the load
current  (positive or negative),  If  the battery voltage 
goes up rapidly, the controller activates, and a given 
amount of energy is transferred to the ultracapacitor. 
This  situation happens  when the vehicle  is  running 
and the brake is activated. Under this condition, the 
previous state of the overall system should have kept 
the ultracapacitor voltage at low levels. By contrast, 
in acceleration the control operation will be activated 
when the  battery  voltage  goes  down (acceleration), 
and  when  the  vehicle  is  going  to  move,  or 
accelerating from low speeds (positive current  from 
the  batteries).  Under  these  conditions,  and  if  the 
battery is not fully charged, the ultracapacitors should 
be at high levels of stored energy. All the operation 
described  above,  has  to  be  controlled  by  a 
microprocessor,  which  discriminates  and  takes  the 
appropriate  decisions  for  each  particular  situation. 
The  best  way  to  give  each  variable  a  right 
significance,  is  by  using  a  combined  control.  This 
combined control has two levels: a Primary Control, 
and  a  Secondary  Control.  The  Primary  Control 
establishes the current reference(IREF) to be given to 
the ultracapacitor for each operation condition, and
the Secondary Control generates the PWM signals for
Converter. The Figure 2 shows the Primary Control.

The first duty of the Primary Control is to keep an
adequate level of energy into the ultracapacitor. This 
level of energy, or charge (REF. CHARGE in Figure 
2),  is  calculated  through  the  EV  speed  (CAR 
SPEED), and the battery state of charge (BATTERY 
%  DOD).  The  block  named  Reference  Table  in 
Figure 2 makes this calculation,  following a criterion 
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shown in Figure 3. The higher the speed, the lower the 
charge,  and the higher  the battery stateof- charge,  the 
lower  the  charge  too.  The shape  of  these curves  was 
estimated taking in account the time the control takes to 
reach the desired ultracapacitor charge. 

At the same time, the ultracapacitor voltage VCAP is
measured,  and  the  actual  charge  is  calculated.  The 
error  signal,  between  the  reference  charge  and  the 
actual  charge is passed through a PI control,  which 
evaluates  the  amount  of  current  reference  (IREF), 
necessary to maintain the ultracapacitor bank with the 
desired amount of energy. All the process explained 
in  the  previous  paragraph,  to  maintain  an  adequate 
charge  into  the  ultracapacitor,  is  followed 
accordingly.  However,  if  the  battery  voltage 
(VBATT)  exceeds  their  minimum  and  maximum 
settings,  IREF  is  modified.  A  similar  action  is 
performed when the ultracapacitor voltage VCAP is 
too low or too high. The load current (ILOAD) is also 
an  important  reference  inside  the  Primary  Control. 
When  this  current  exceeds  the  maximum  absolute 
values set on the battery pack (IBATT), the current
reference  (IREF)  is  also modified.  Then,  to take in 
account all these situations, some logical  rules have 
been  implemented.  These  rules  are  programmed 
inside the Limiter Block shown in Figure 2.

IV SIMULATION RESULTS

The next oscillograms show the results obtained with 
the  simulation.  Many  different  situations  were 
simulated.  To  make  the  results  more  real,  use  the 
conclusions  of  some  experiments  with  the  electric 
vehicle  were  performed  on  the  streets.  These 
experiments allowed evaluating the time the vehicle 
needs, and the current and voltage variations during 
acceleration,  and  regenerative  braking.  These 
experiments  showed  that  the  vehicle  can  accelerate 
from 40 to 60 [km/h] in a little more than 4 seconds, 
and that the maximum current taken from the battery 
reaches 200 amps. When the vehicle reaches steady-
state at 60 [km/h], the battery current goes down at a 
constant  value  of  around  20  [A].  With  these 
informations,  the  system  proposed  was  simulated. 
The result of this simulation (from 40 to 60 [km/h]) is 
shown in Figure  4.  This figure  displays  the battery 

voltage VBATT, the ultracapacitor voltage VCAP, the load 
current to accelerate the car ILOAD, the battery current 
IBATT,  and the compensation current  ICOMP  that comes 
from  the  energy  stored  in  the  ultracapacitor.  The 
settings for the battery into the control were: Vmin=300 
Vdc, and Vmax=360 Vdc; Imin=-70 Adc, and Imax=70Adc.

When the load current begins to increase, most of the
current  is  taken  from  ICOMP,  which  comes  from 
energy stored into the ultracapacitor. As the capacitor 
voltage  VCAP  decreases  (energy  is  going  down), 
more current begin to be taken from the battery, but 
when  the  battery  reaches  its  limit  (70  amps.),  the 
capacitor is forced to give all the current in excess of 
70 [A]. This action produces a faster decrease in the 
ultracapacitor voltage. If the capacitor voltage reaches
its  minimum setting (120 Vdc with a  maximum of 
360  Vdc),  then  the  vehicle  should  not  be  able  to 
continue accelerating, because at this point, 90% of 
the  capacitor  energy  would  have  been  used.  If  the 
capacitor  is  large  enough  (as  in  this  case),  this 
situation will not happens, and the capacitor will be 
able to end its duty.  Later  on, the capacitor  will be 
able  to  recover  energy,  once  the  vehicle  reaches 
constant speed. This case is also shown in the Figure 
4. When the EV reaches constant speed (60 km/h),
the compensating current ICOMP becomes negative, 
charging the capacitor. As the car is not braking, this 
energy  is  being  taken  from  the  battery,  but  at  a 
maximum  value  given  by  the  limit  set  by  the 
controller (70 Adc).  Once the capacitor recovers its 
energy,  the battery current  goes  down, as shown in 
the final seconds of simulations in Figure 4. Finally,
when the ultracapacitor recovers the energy, which
corresponds  to  the  value  given  by  the  Reference 
Table of Figure 2, the load current takes power only 
from the battery pack. A second simulation, displayed 
in Figure 5, shows a deceleration from 40 [km/h] to 
stop. This regenerative action takes 2.1 seconds. The 
regenerative current goes from 200 Adc to zero in the 
time  indicated  above.  Both,  the  battery  and  the 
ultracapacitor,  through IBATT and ICOMP, receive 
this current respectively. The simulation shows that
the battery receives a current smaller than the limit of 
70 Adc. This happens because the maximum voltage 
allowable by the battery (360 Vdc) is reached first. 
This means that the battery is almost fully charged, 
and  then  cannot  receive  more  than  30  Adc 
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approximately. For this reason, most of the current is 
taken by the ultracapacitor.  Once  the vehicle stops, 
the battery continues charging the capacitor until it
reaches  its  final  charge  (the  Reference  Table  of 
Figure 2 gives the required amount of charge). In this 
case the amount of energy stored in the ultracapacitor 
corresponds to a voltage of around 260 Vdc.

It can be noted that the battery current begins to be
positive before the vehicle reaches zero speed. This is
because the capacitor needs to have more energy at 
that particular speed, and then the control begins to 
charge the capacitor in advance.
  

V. CONCLUSIONS

An ultracapacitor  bank  for  an  Electric  Vehicle  has 
been simulated. The purpose of this device is to allow 
higher accelerations and decelerations of the vehicle 
with  minimal  loss  of  energy,  and  minimal 
degradation of the main battery pack. The control of 
the system measures the battery voltage,  the battery 
state-of-charge,  the  car  speed,  the  instantaneous 
currents  in  both  the  terminals  (load  and 
ultracapacitor),  and  the  actual  voltage  of  the 
ultracapacitor.  The  simulations  showed  that  the 
control system can work properly, taking in account 
all the aforementioned variables..  It  is interesting to 
mention that, if ultracapacitor reaches in the future, a 
specific energy of at least 20 Wh/kg (at this moment 
some laboratory samples reach 10 Wh/kg), it will be 
possible to implement EVs with ultracapacitors only. 
They could give a range of 100 kms with a 500 kgs
capacitor  bank,  with  very  short  charging  time  and 
excellent life expectancy. The EV will be able to be 
fully  charged  in  few  minutes.  Besides,  the 
ultracapacitor could last all the vehicle useful life.
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Abstract- The article shows what kind of solar power plants 

is used in Spain. It describes what technologies are used to build 
this objects and how do they work. 

I. INTRODUCTION 

Every country spends large amount of money for renewable 
energy sources. What type of “green energy” a country can use, 
depends on what climatic conditions does it have. For example 
in places with strong winds we can develop wind energy. 
Another countries, especially those lying on the south 
of Europe, have great conditions for using sun in their energetic 
economy. 

Spain is one of the most attractive countries 
for the development of solar energy (fig. 1). The Spanish 
government said that they will achieve a target of 12 percent 
of primary energy income from renewable energy by 2010. 
This includes solar power system, which will be generating 
a capacity of 3000 megawatts (MW). Spain is the fourth largest 
manufacturer in the world of solar power technology 
and exports 80 percent of this output to Germany. 

Through a ministerial ruling in March 2004, the Spanish 
government removed economic barriers to the connection 
of renewable energy technologies to the electricity grid. 
The widely applauded Royal Decree 436/2004 equalises 
conditions for large-scale solar thermal and photovoltaic plants 
and guarantees feed-in tariffs. 

In Spain are three interesting power station using solar 
radiation to generate eletricicty. There are PS 10, Andasol 
and photovoltaic power stations. 

Figure 1. Yearly total of global horizontal irradiation [kWh/m2/year] in 
Spain and Portugal 

Figure 2. Growth of Solar power in Spain 
 

II. PS 10 

Construction of the PS10 project, an 11 MW Solar Thermal 
Power Plant in Southern Spain has been completed in 2008. 
This object is located in Sanlúcar la Mayor, 15 km west of the 
city of Seville. This type of electric power station is called 
Central Receiver System (CRS). The fig. 4 shows how does 
it  work . This power plant is the first solution of this type in 
Europe. All technologies used in this project, like glass-metal 
heliostats, a pressurized water thermal storage system and a 
saturated steam receiver and turbine, have been developed by 
European companies. 

The heliostat field is composed of 624 heliostats each of 
120 m2, with a mobile curved reflective surface which 
concentrates solar radiation on a receiver at the top of a 100 m 
tower. In the receiver,  the steam is heated up to 40 bar (250ºC) 
by thermal energy supplied by the concentrated solar radiation 
flux. 

Figure 3. PS 10 power plant  (bird's-eye view) 
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Figure 4. Main schema of working PS 10 

 
Next, the steam is sent to the turbine, where it produces 

mechanical work, which is in the next step changed into 
electricity by synchronic generator. The turbogenerator output 
goes to a water-cooled 0.06 bar pressurized condenser. The 
condenser output is preheated by 0.8 bar and 16 bar turbine 
extractions. The output of first preheater is sent to a deaerator 
fed with steam from another turbine extraction. A second 
preheater is fed with steam coming from the receiver. This 
preheater increases the water temperature to 245ºC. This 
solution has a task to increase the water returning from the 
drum to temperature to 247ºC, which is flowing out from the 
condenser. 

Sometimes clouds curtain the sun. In that case , the plant has 
a 20-MWh thermal capacity saturated water thermal storage 
system (equivalent to 50 minutes of 50% load operation). The 
system is made up of 4 tanks that are sequentially operated in 
order of their charge status. On the figure 4 is shown, that part 
of the 250ºC/40 bar steam produced by the receiver is going to 
the thermal storage system. When energy is needed to cover a 
transient period, the energy is recovered from the saturated 
water at 20 bar to run the turbine at 50% load. 

This is a big structure, so to reduce the visual impact of  this 
building the body of the tower is rather thin when we look at 
from the side. The tower has 115m total height, 18m wide and 
is just 8m width. The front has to have that length because it 
has to allocate the 14 m wide receiver. A large space has been 
left open on the bottom of the tower to give the impression of a 
lightweight structure. For the visitors there is a special platform, 
which is 30 m height. From that places there is a good view of 
the heliostat field lying north of the tower, and the Sevilla 
photovoltaic plant (PV) south of the PS10 power plant. 

 

III. ANDASOL SOLAR POWER STATION 

This kind of solar power plant was for first time used in 
commercial operation in California in 1985. Parabolic trough 
power plants have already generated over twelve billion 
kilowatt hours of solar electricity, which equates to providing 
12 million people with electricity for one year. In parabolic 
trough power plants electricity is generated using a steam 
turbine which is connected with the generator. This is the same 
solution like the one which is used in conventionally fuelled 

 

 
Figure 5. Main schema of working Andasol 

 

power plants, including nuclear power plant. However, in 
Andasol power station steam is not produced by burning fossil 
fuels but by usage of solar energy. The solar radiation is 
captured and concentrated by long rows of parabolic mirrors. 
The radiation from the sun is reflected from the mirrors and 
concentrates on long pipes filled with water or another liquid, 
which has big heat capacity and small viscosity. The heat 
generated in this way is enough to produce the steam required. 

Solar Millennium developed parabolic trough power plants 
in Europe. The Andasol 1 plant works since autumn 2008, 
Andasol 2 and 3 are currently under construction in southern 
Spain. The amount of electricity this power station produces is 
about 180 GWh per year. The collector surface area can be 
compared to 70 football fields. This is over 510,000 m2. 

When the Andasol 2 and 3 will be finished they will supply 
over 200,000 people with solar electricity. The construction 
will probably last about two more years. They will also 
contribute to Spain's supply reliability and in particular, cover 
the demand peaks in the Spanish electricity grid during the 
summer months. Each power plant has an electricity output of 
50 megawatts and operates with a thermal storage. The task of 
this storage is the same like in the PS 10.  There are two tanks 
which have 36m in diameter and 14m in height. Each of them 
can be filled with 28,500 tons of the storage medium. A full 
thermal reservoir can continue to run the turbines for about 7.5 
hours at full-load, even if it rains or long after the sun has set. 

 

 
Figure 6. Andasol solar power station (bird's-eye view) 
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IV. PHOTOVOLTAIC POWER STATIONS 

Photovoltaics is a method for transform a solar radiation into 
electrical power. Photons from sunlight knock electrons into a 
higher state of energy, creating electricity. It can be achieved 
by using solar cells packaged in photovoltaic modules, often 
electrically connected in multiples, as solar photovoltaic arrays, 
to convert energy from the sun into electricity. The term 
photovoltaic denotes the unbiased operating mode of a 
photodiode in which current through the device is entirely due 
to the transduced light energy. 

Solar cell is a device that converts sunlight directly into 
electricity, which can be used to power equipment or to 
recharge a battery. The first practical application of 
photovoltaics was to power orbiting satellites and other 
spacecrafts, but today they are used usually as photovoltaic 
modules, used for grid connected power generation. There is a 
smaller market for off grid power for remote dwellings, 
roadside emergency telephones, remote sensing and cathodes 
protection of pipelines. 

Cells are sensitive for the environment so they are packaged 
usually behind a glass sheet. To achieve more power from the 
photovoltaic modules we can connect them together to form 
solar panels. Cells can be connected in series creating an 
additive voltage. Connecting cells in parallel will yield a higher 
current Although the price of modules is still too high to 
compete with grid electricity in most places, significant 
financial incentives in Japan and then Germany triggered a 
huge growth in demand, followed quickly by production. 

In last years many solar  photovoltaic power stations have 
been built in Spain. As of January 2009, the largest 
photovoltaic power plants in Spain are the Parque Fotovoltaico 
Olmedilla de Alarcon (60 MW), Planta Solar Arnedo (30 MW), 
Parque Solar Merida/Don Alvaro (30 MW), Planta solar Fuente 
Álamo (26 MW), Planta fotovoltaica de Lucainena de las 
Torres (23.2 MW), Parque Fotovoltaico Abertura Solar (23.1 
MW), Parque Solar Hoya de Los Vincentes (23 MW), Huerta 
Solar Almaraz (22.1 MW), Solarpark Calveron (21 MW), and 
the Planta Solar La Magascona (20 MW). 

 
Figure 7.  Solar Panels – Spain 

 
 

V. CONCLUSION 

The Spanish government continues to promote the 
investment and expansion of both photovoltaic and solar 
thermal power in the country, with a goal of 400 MW installed 
power for PV and 500 MW for solar by 2010. This is still only 
a small piece of the country’s total power use and total 
renewable energy production. 

The government, however, is committed to advance this 
sector. The new requirements of 2006 requires increased 
energy efficiency and an obligation to meet a significant part of 
the hot water demand with passive solar heating. The Plan of 
Renewable Energies sets lofty goals of 5 million square feet of 
solar collectors by 2010. They new Royal Decree approved in 
May 2007 improves the feed-in tariffs for both solar thermal 
and photovoltaic facilities. Spanish companies and research 
institutions plan to continue to be at the forefront of the 
growing global field. 

The president of the Spanish Photovoltaic Industry 
Association, Javier Anta said that the solar industry will be a 
major part of the government’s goal of 20 percent renewable 
energy by 2020. This is still a small percentage of renewable 
power. However, it’s grown more than 100 percent a year in 
the past few years. Anta wants to continue developing new 
technology which improve using solar energy. 
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Abstract- In this paper, a new type of single 
phase static compensator (STATCOM) for low 
rating used in customer side is proposed. This 
new STATCOM is constructed by cascading a 
full-bridge (H Bridge) voltage-source inverter 
(VSI’s) to the point of common coupling (PCC.)
A so-called sinusoidal pulse width modulation 
(SPWM) unipolar voltage switching scheme is 
applied to control the switching devices of each 
VSI.  A new control strategy is adopted for 
compensating the harmonics and reactive 
current required by the load. The proposed 
STATCOM has the advantage of a fewer number 
of VSI’s, the VSI’s being identical and extremely 
fast in response to reactive power change and the 
control strategy adopted shows a good response. 
Index Terms—Static compensator, voltage-source 
inverter, PCC, reactive power, harmonic current.

1. Introduction
                     The proliferation of power electronics 
systems in a wide range of equipments, from home 
VCRs and digital clocks to automated industrial 
assembly lines and hospital diagnostics systems has 
increased the vulnerability of such equipment to 
power quality problems.  These problems include a 
variety of electrical disturbances, which may 
originate in several ways and have different effects 
on various kinds of sensitive loads. As a result of 
this vulnerability, increasing numbers of industrial 
and commercial facilities are trying to protect 
themselves by investing in more sophisticate 
equipment to improve power quality. Moreover, the 
proliferation of nonlinear loads with large rated 
power has increased the contamination level in
voltages and currents waveforms, forcing to 
improve the compensation characteristics required 
to satisfy more stringent harmonics standards.
Now a days the requirement for power quality 
becomes more and more important to keep safety of 
the electrical devices and consumer satisfaction. The 
growth of the non-linear loads like the devices with 
switching power supplies have increased current 
harmonics, EMI problems, unnecessary reactive 
power and power losses. Fast switching devices like 
CMOS or IGBT transistors provide implementation 
of full bridge inverters to serve as a real time 
parallel compensators by bidirectional energy flow 
to control and compensate reactive power and 
current harmonics. Static Var Compensator can be 

utilized to regulate voltage, control power factor,
and stabilize power flow [1].
                Most of Var compensators employ a 
combination of fixed or switched capacitance and 
thyristor controlled reactance. Several Var 
compensator based on a voltage sourced inverter, 
known as STATCOM, have been proposed and 
demonstrated [2-4].
In this paper the main goal is proposing a low cost 

single phase commercial STATCOM control 
topology to act as an active filter for single phase 
nonlinear load by using controller using PIC
microcontroller. The control technique is useful to 
modify harmonics current required by the load and 
compensate reactive power due to relatively 
asymmetrical unbalanced non-linear loads. The 
required data’s are achieved from dc bus voltage, 
grid voltage, load current and inverter current.  Main 
tuning parameters are obtained from conventional PI 
controller. 

2. CIRCUIT CONFIGURATION

2.1) Statcom a simplified picture
STATCOM is a Voltage Source Inverter (VSI) 
connected in shunt to the system at the point of 
common coupling (PCC) as shown in Fig.1. The 
load current can be thought of as having three 
components – active, reactive and harmonic. The 
idea is to control the voltage source inverter in such 
a way as to make it deliver the reactive and 
harmonic currents demanded by the load so that the 
grid has to supply only the active current. This 
means that the grid current will be purely sinusoidal 
and will be in-phase with the grid voltage on 
connecting the STATCOM. Ideally, it is possible to 
supply the reactive and harmonic current 
requirement of the load with a VSI having a DC bus 
capacitor and no external power source as the net 
power supplied by the STATCOM during any given 
fundamental period is zero. However, a small 
amount of real power will be absorbed from the grid 
practically – to compensate for the energy losses in 
the system. 
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An inductor is used to link the compensator voltage 
to the power system. In these types of applications
PWM-VSI operates as current controlled VSI. In 
Statcom the aim is to make VSI continuously track 
and deliver the reactive and harmonic currents 
demanded by load. This calls the use for current 
controller. The VSI act as a bidirectional converter 
operates as an inverter to supply the compensating 
voltage to load and as a converter when charging the 
capacitor. The topology adopted for the bidirectional 
converter is full bridge topology [6] and a capacitor 
of medium rating.
2.2) Circuit explanation
The Statcom should essentially consist of a single 
phase inverter, Dc side capacitor meant for dc 
voltage for inverters, filter components to filter out 
high frequency components of inverter output 
voltage, link inductor that links the inverter output 
to the ac supply side and interface magnets(if 
required)and related control blocks.
Figure2 shows the circuit diagram consisting of 4 
self commutated semiconductor switches (IGBT, 
MOSFET) with anti-parallel diodes which, act as a 
full bridge converter. In this converter configuration, 
IGBT constitute the switching devices. With a dc
voltage source (i.e. charged capacitor), the converter 
can produce balanced voltage waveforms of given 
frequency. 
The reference signals are generated by sensing the 
grid voltage, dc voltage, converter current and load 
current. The sensed values are given as the input to 
the controller so as to generate the reference values 
for compensation.
The inverter generates a three phase voltage which 
is synchronized with the ac supply, from the dc side 
capacitor and links this voltage to ac source. The 
current drawn by the inverter from ac mains is 
controlled to be reactive with little active component 
which is needed to supply the loses. Main condition 
for operation of the circuit is the amount of charged 
voltage on the dc link capacitors, so as to have 
bidirectional current flow of current, the following 
condition should be satisfied

VlVc 2                   ----------(1.1)
Term Vc is capacitor voltage and Vl is effective grid 
voltage. For this the converter acts like a Boost 
converter to transfer the stored energy to the load.

3. CONTROL STRATEGY FOR THE SYSTEM
The control strategy has mainly three sections, as 
follows

1. Extraction of harmonic or reactive current 
from load current
2. Generation of Unit Vectors from Grid 
Voltage
3. Reference voltage for PWM generation

3.1)Control block of STATCOM 
The main control block diagram is shown in the 
figure 3.The required data’s are sensed d from dc 
bus voltage Vdc, grid voltage Vg, load current 
ic(t)and inverter current. iL(t), and corresponding  
unit vectors is generated which is in phase and 90o

phase shift sine and cosine waves respectively. With 
respect to these voltage vectors the pulse is 
generated.
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3.2) Unit Vector Generation
There is no backup or battery for the system. Taking 
voltage from the grid and using it for  compensation 
but grid voltage cannot be pure sinusoid, it consist 
of harmonics and therefore corresponding to grid 
voltage the current cannot be generated. One method 

Fig.1 Voltage source inverter as a grid connected STATCOM

Fig.2. Proposed circuit configuration 

Fig.3. Control block of the Statcom controller
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for PWM generation is creating truth table for grid 
voltage and then triangular comparison can be done, 
but the change in grid voltage affect the truth table. 
More the values in truth table more accurate will be 
the signals but then memory required increases 
therefore a strategy known as Unit vector generation 
is adopted.

     In this method the grid voltage is sensed and 
corresponding voltage is generated whose 
magnitude is always unity. Fig.4 shows the block 
diagram for unit vector generation in which the peak 
value of the grid voltage is sensed by sensing the 
zero crossing of the cosine wave (i.e. 90o phase lag 
with the grid voltage.). Each low pass filter has 45o 

phase difference which create cosine and in phase 
component.
3.3) Harmonic current generation:
Let us assume that unit vectors are known and the 
direction of current from inverter to grid is taken as 
positive.
Let the grid voltage be 

stVgVgrid sin*      …………..        (3.1)
Generalised Load current be

IharmonicstIqCosstIpSinIoIload    …(3.2)             
)( stIqCosstIpSinIoIloadIharmonic   …(3.3)

Where Io=dc component, Ip=peak of active current, 
Iq=peak of reactive current.
Figure 6 shows the diagram for generating the 
harmonic current that’s required by load for 
compensation. The dc component can be neglected 
as it the low value and then the harmonic current is 
obtained by

  )( stIqCosstIpSinIloadIharmonic   …(3.4)     
The active part is obtained by multiplying by in 
phase component and the reactive part by phase lag 
component.

Sint and Cost are generated unit vectors, icfa(t) and 
icfr(t) are active and reactive components  
respectively.

4. CONTROL ALGORITHM FOR SINGLE 
PHASE STATCOM
This section describes about the control of the 
proposed circuit. The flow diagram given explains 
the control of Statcom for compensating the 
harmonic current. The controller used is PIC 
microcontroller aiming for low cost system.  The 
controller used here is PIC18FXXXX series.
The main concept is
1. First sense the DC bus voltage and make sure it’s 
greater than grid voltage
2. Check if grid voltage within range, if it’s within 
range then starts charging the capacitor and enter the 
Statcom Controller loop. 
At the time of start, the condition of the controller is 
unknown there may be chance of starting the system 
with the previous conditions therefore the controller 
has to be reset first then the initialisation process 
takes place. After that the controller has to be started 
for that first the timers are started and then unit 
vector generation takes place according to the fig.4,
in user interface the protection algorithm is given 
such that over current, overvoltage, initial start-up 
conditions are all satisfied according to the 
conditions and then if flag is set then Statcom 
controller is called after the conditions the ADC 
process takes place and the parameters are displayed 
through DAC and the process continues.

Fig.4 Block diagram for unit vector generation

Fig 5  Block Diagram for Harmonic current extraction
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The PWM generation takes place according to the 
sensed value. The switching frequency given is 10 
kHz and therefore controller has to complete one 
full cycle within 100sec. 

5. CONCLUSION
      
The basic principle and controller design of a 
STATCOM was studied in detail in the present 
work. The methods so far used were depending 
upon the synchronous reference frame, hysteresis 
band control and many more. In this paper a new 
control strategy was developed and the harmonic 
current compensation was made .On focusing the 
low cost factor the controller used is PIC 
microcontroller. The control strategy shows good 
results.
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Fig.6. Flow diagram of proposed circuit

PUBLIC
 R

ELE
ASE

PREPRIN
T



Transients phenomena in capacitive voltage 
transformers – distance protection point of view.  

 
 

Rafal Kurnatowski 
 
 
 
 
 

Abstract – This paper presents problems of distance 
protection due to transients in capacitive voltage 
transformers (CVT’s). CVT is a basic equipment which 
sends information to relay about voltages in protected 
system. During transmission lines faults severe transients 
can occur. As a result we can obtain mal-operation of 
distance protection.  

I. INTRODUCTION 

 Operation of distance relays with capacitive voltage 
transformers meets problems. They are directly connected to 
transients states of capacitive voltage transformers which 
appear during transmission lines faults. In this case mal-
operation can occur. Relay may not recognize fault place. 
Moreover it’s difficult for distance relay to distinguish quickly 

between fault within protection zone and fault at the reach 
point. Another problem is a low speed and worse accuracy of 
distance protection. Therefore these problems have to be taken 
into consideration. 

 

II. CVT TRANSIENTS 

 
A.   Equivalent circuit of CVT 

Main components of a generic CVT are:  tuning reactor, 
step-down transformer , ferroresonance suppression circuit and 
a capacitive voltage divider. It consists also many additional 
devices which are not important in point of view transients 
phenomena.  There are two important diagrams below. Figure 
2 is a simplification of  equivalent circuit of  CVT from  
figure 1.  
 
 
 

  
Figure1. Equivalent circuit diagram of a CVT 

 

 

 
 

Figure 2. Simplified model of  a CVT from Figure 1  
 
Diagram from figure 2 consists following parameters: 
C – sum of the stack capacitances 
L,R – equivalent inductance and resistance of the tuning 
reactor and the step down transformer 
R0 – burden resistance 
Rf, Cf, Lf, - parameters of anti-resonance circuit 
 
 
B.   Nature of transients  

During line faults primary voltage of CVT collapses. 
Energy stored in stack capacitances and tuning reactor need to 
be dissipated. This produce a severe transients for distance 
relays. These transients can have different nature. It can be 
forecasted by analysis of CVT transfer function (1), where 
factors A and B in nominator and denominator are functions of 
parameters marked on simplified CVT diagram in figure 2. 

                (1) 
 
Eigenvalues of (1) determine nature of transient. Analysis of 
CVT transient nature [1], shows that induced transient can be: 
 

 Combination of four aperiodically decaying dc 
components 

 Combination of two oscillator decaying components 
 Combination of one oscillatory decaying component 

and two aperiodically decaying dc components 
(general case) 
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C.   High SIR problem 

Drastic problems can be created by CVT transients 
during high System Impedance Ratios. It is proved (ref. [1]) 
that for higher SIR the fault voltage at the reach point drops to 
very small values. Also another problem appears. It is 
extremely unfavorable signal to noise ratio. It’s illustrated at 

figure 3. 

 

          
Figure 3. Signal-to-noise ratio for the CVT transients and high System 

Impedance Ratio 
 
 
 

As illustrated in Figure 3, the magnitude of the noise 
components may be 10 times larger than the magnitude of the 
60Hz operating signal. Noise dominates for 1.5 to 2 cycles. 
 Noise component frequency can be close to 60Hz in 
some part of time axis. Moreover noise vector can be in 
opposition to operating signal. In this case both signals cancel 
mutually to certain extend. Thus the phasor estimator tends to 
underestimate the magnitude. 
  

III.  CONTROL OF TRANSIENTS 

 
 

Transients are basically controlled by the following factors 
(reference [1]): 

 Sum of stack capacitances 
 Shape and parameters of the ferroresonance 

suppression circuits 
 CVT burden 
 Point on wave when a fault occurs 

 
 

A.   Sum of stack capacitances 

Magnitude of the transients is lower when the sum of  
stack capacitances is higher. It is true that behavior of  a 
distance relay doesn’t depend only on magnitude of  fault 

signal. Price of stack capacitance is quite high. Therefore 
transient’s magnitude takes secondary importance for transient 

overreach and speed of operation. 
 

 
B.   Ferroresonance suppression circuit 

A ferroresonance suppression circuit is designed to 
prevent subsynchronous oscillations. They appear when there 
is saturation of the core of a step-down transformer during 
overvoltage conditions. This circuit has significant impact on 
the characteristic of the CVT transients because it creates an 
extra path (apart from the burden) for dissipating energy. 

 

C.  CVT load 

Better CVT performance is obtained when it is fully 
loaded. Contemporary digital relays introduce a very low 
burden tor CVT (100-400VA). As a solution we use often 
artificial load. 

 

D.   Point on wave when a fault occurs 

The most severe transients appear at the zero crossing 
of the primary voltage. In this case transients can reach 40% of 
the nominal voltage magnitude. 

IV. DISTANCE PROTECTION PROBLEM 

 
Distance relays measure impedance to determine  

location of a fault. Due to transients in CVT’s , voltage signal 

can be underestimated. Moreover current can be overestimated. 
These problems often lead to error in impedance measurement. 
It results in mal-operation of distance protection. 
 Nowadays there are known methods of control a 
current overestimation. As a solution we use mimic filter or 
band-pass differentiating filter. Unfortunately problems 
connected to voltage underestimation due to CVT transients 
are still significant. Series of simulation show that voltage 
estimation error can be equal even 90%.  If we assume that 
current was estimated correctly, still we have 90% of 
impedance measure error.  
 There are a lot of methods to improve distance 
protection during CVT transients. One idea is pre-filtering 
voltage with non-symmetrical FIR filter. Another ideas are e.g. 
to use artificial intelligence techniques or testing new 
algorithms.       
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Abstract – The aim of this paper is to give an introduction to 
automatic restoration of voltage techniques and technology. There 
is also basic generator power quality test presented, with 
specification of typical small power stand-by usage. All the tests 
were taken with Fluke 345 PQ meter. Introduction concerns also 
basic European Directives for power quality measurements and 
requirements.    

I. INTRODUCTION 
Lately automatic restoration subject become very important. 

Reasons for this to happen are economic, political and 
technical. For economic we could find: to big power demand 
factor for production of energy ratio, negligence in 
maintenance cost predictions and demanded high interest rate 
on each level of energy market. For political reasons we can try 
to find more restrictive energy quality directives, too big 
pressure on low energy price (depending on the market energy 
price is national or free). And at the end we can describe 
technical reasons which in many cases are partly technical 
because of their origin in one of the above groups. For instance 
low maintenance expenditure effects with many failures in the 
network, though insulators and lines have defined lifetime 
often this period, due to other important works, is being 
exceeded. Another technical problem comes with load factor in 
the grid. Many faults are due to reactive power unbalance, 
involving generator under-excitation, sustained overvoltage, 
and switched capacitors/reactors. Other which are partly 
connected with those were problems due to load and generation 
unbalance, including responses to sudden increases in load and 
under-frequency load shedding including lack of black-start 
capability, problems with switching operation, line overloads 
and control center coordination. [2] 

To prevent consequences of failures many systems are 
equipped in fast disconnectors and automatic restoration 
system with auto reclosing procedures (for over-head lines) or 
which is also common (mostly for private usage) with standby 
source able to work instead of  mains supply. Typical AR 
system is presented on fig. 1.  

[1] We can distinguish two groups of AR systems. One will 
be created by systems using evident stand-by source, which are 
often working with some flat period (with break after failure). 
These systems are using some stand alone generators (e.g. 
petrol [III.] or diesel generators, batteries and other energy 
storage devices). The other group will be systems using hidden 
stand-by source, so called reserve power source which is 

designed to fulfill requirements of full load even if one of the 
supplying lines is cut off. In this system there are no breaks in 
supply and during normal stable work lines are only loaded 
with 60-70% of theoretical capacity, but during failures there is 
possibility to overload system even with more than 30 % over 
the maximum nominative power capacity.  

What is important when talking about Automatic Restoration 
are operation times (also as a factor of division). Main times of 
interest are: 

- operation time, the time between the detection of failure 
and restoration of voltage (full or partial depending on 
characteristic of the system), 

- cut-off time, the time when there is no power supply in 
secured circuits. 

 
There is also difference on the cycle depending on the failure 

character. If AR is being activated because of CB operation on 
main supply we are talking about shorter cycle, else if AR is 
activated by the detection of voltage collapse (e.g. swell or sag) 
we are talking about full cycle, which is bigger than cut off 
time.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Typical evident stand-by AR system [1] 
 

 
Of course both mentioned times must be coordinated with 

other system operation times like protection operation times of 
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both plant and distribution/transmission networks as well. 
During automatic restoration also number of electric motors 
needed to be taken into account, when time of operation is 
being chosen.  

Often after voltage restoration we can observe in the system 
with connected electric drives voltage drop due to associated 
inrush current, then torque drop because of voltage drop, 
motors stall and as a consequence either tripping of motors 
protection, bus bar CB or another operation of AR. To 
eliminate these faults two restrictions were introduced. First is 
the level of AR power, which should be sufficient, second is 
that motors are allowed to restart only with respect to their 
inrush current ( can’t make voltage drop  0,7 UAR ). [2] 
 

II. DIRECTIVES  
Most important documents that influence automatic 

restoration parameters as well as detection parameters are 
standards and normalizations. For Poland these papers are, 
(taken from European Council Directives)[3] PN-EN 50160 
“Parameters of supplying voltage in communal distribution 
networks”, PN – IEC 60038 “Normalized voltages IEC”. For 
other countries respectively are being used 96/92/EC 
“Concerning common rules for the internal market in 
electricity”, and the 89/336/EEC with add-ons 92/31/EEC and 
93/68/EEC “Electromagnetic Compatibility Directive”. 
Regulations concern general requirement factors as frequency, 
voltage deviation, shaping of voltage and content of unwanted 
harmonics related to base harmonic and overall time of failures 
in circuit.  

So base values are: 
- For frequency grid values for synchronized connected 

circuit requirement is: 
o 50 Hz ± 1% for 95% time during usage period 
o 50 Hz ± 4/-6% for the remaining period 

For other circuits 95% period can use threshold ±2%, 
and for 100% period ±15% 

- For voltage, average value with sampling time 10 min. 
should be:  

o 95% of these values should be 230/400 V ± 
10% 

o 100% of these values should be in range of 
230/400 V +10%/-15%. 

- For harmonics normalization is shown in table 1: 
TABLE 1 

Admissive values of harmonics in LV/MV networks 
odd harmonics even harmonics 
multip. of 3. not multip. of 3 
Harm. 
order 

Rated 
volt.[%] 

Harm 
order 

Rated 
volt.[%] 

Harm. 
order 

Rated 
volt.[%] 

5 
7 
11 
13 
17 
19 
23 
25 

6 
5 
3,5 
3 
2 
1,5 
1,5 
1,5 

3 
9 
15 
21 

5 
1,5 
0,5 
0,5 

2 
4 
6..24 

2 
1 
0,5 

European Directives are also using THD factor (total 
harmonics distortion) which cannot exceed 8% for networks 
with nominal voltage level beneath 110kV and 3% for 
networks with nominal voltage level above 110kV.  

 

III. L ABORATORY TESTS 
The goal of laboratory test was to examine the behavior of 

simple power generation unit as a stand-by power source. 
Device chosen for testing was 1-phase generator powered by 
no-PB petrol engine produced by NUAIR POLSKA Sp. z o.o. 
The nominal power is 0,65 kW and the maximum power is 
0,78 kW. More specific data are listed in table 2.  

Not like other big machines, this one is provided with 
manual starter, which is useless with auto power restoration 
control system, but will give overview of advantages and 
disadvantages of stand-by power source commonly used for 
fulfilling needs of simple small countryside household – 
typically most unsecured in power supply.  

Before the tests started there was found a problem with the 
load. The idea of the tests was to create environment which 
will be similar to real conditions. On the other hand, reduction 
of the influence of inductances and capacitances was necessary. 
Decision was made to take 0,5 kW halogen lamp as a load, 
which is almost 100% resistance and will not cause big inrush 
currents during start procedure. Additional researches were 
performed with 2 computer (laptop) power supply adaptors, to 
verify compatibility with energoelectronic devices. 

The measurements and transients where recorded using 
FLUKE 345. All the data was transferred directly do the 
computer using software provided by the producer. The lamp 
was connected through special socket with splited input wires 
to ensure reliable usage of current clamps. For the purposes of 
the test 5 connection’s of FLUKE inputs were used – 2 current 
clamps, 2 voltage probes and 1 PE wire. 

The measurements were dived into three parts. All began 
with cold startup. Cold startup can be understood as starting the 
generator from temperature below 0ºC. Such strict parameters 
were taken to simulate hard winter conditions – the result from 
pre-test is the smooth behavior during start from temperature 
above 15ºC. 

In first part after starting the generator, there was up to 10 
seconds of idle work and then the load was connected. 
Difference between first and second part is joined with 
duration of idle work – in second section it was increased to 2-
3 minutes, this time was sufficient for engine to get to the 
nominal work temperature. The last part was very similar to 
second, but the load was changed to two computer power 
supply adaptors connected in parallel. 

From all attempts listed below values and transients were 
taken: 

- Current RMS, 
- Voltage RMS, 
- Total power, 
- cosφ, 
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- Total harmonic distortion (THD) parameter. 
TABLE 2 

NPEGG780 STAND-BY POWER SOURCE  DATA 
Rated power 650 W 
Maximum power 780 W 
Nominal voltage 230 V 
Output 1-phase socket 
Protection Over current (5 A) 
Engine rotation speed 3000 rpm 
Engine power 2 HP at 3000 rpm 
Capacity of fuel tank 4,2 l 
Maximum continuous work length  6 h 
Level of noise  57 db (7 m away) 
Weight  17,5 kg 
Dimensions  328x325x337 (mm) 
Engine type Two stroke 
 

A. Cold startup,  10  seconds of  idle work 

This attempt will show if generators powered with petrol 
engines are able to withstand load demand during power 
system voltage collapse. Performances of generator after cold 
start were poor. Just after the startup value of RMS voltage is 
going up to almost 300V – this transient lasts maximum 3 
seconds, but usually ends after 1 second. Then the voltage level 
is stabilizing, till the moment of connecting the load. After 
connecting the load, the RMS value goes up to 250V. Almost 
all of the attempts finished after 15-20 seconds, because the 
generators could not withstand the load demand and stopped 
working. Figure 2 shows voltage RMS value transient. 

Value of cosφ was constant – 1 for non-load period and 0.98 
for load period. Just before the generator stopped it started to 
decrease.  

Current level was stable (2,1 Amps), only during switching 
period reached 2,2 Amps but this limitation was only due to 
small power of cold generator, normal conditions were 
presented in [B]. 

 

 
Figure 2. Voltage RMS transient for cold engine [A] 

 

 
 

 
Figure 3. Voltage RMS transient for warm engine [B] 

 

B. Cold startup, 2-3 minutes of  idle work 

The pre-test trials showed that the engine needs time to 
stabilize its work. Basing on this knowledge next part tests 
were performed after reaching the work temperature. After this 
time the voltage level of idle work was about 230V, so it was 
similar to parameters decelerated by the producer. After 
switching on the load, there was o big voltage decrease, down 
to 186V. The drop duration was short – less then 1 second. 
During work voltage average value was 240V. The transient is 
not stable – it is oscillating around average value.  Transient of 
the voltage RMS value is shown on figure 3. 

The current level, like while first part, was stable (2,1 Amps). 
The peak during load switching operation reached 3,3 Amps, 
which is significant for other connected devices.  

Value of cosφ were constant – 1 for non-load period and 
0.98 for load period. Only changes were registered when the 
load was connected – 0,58 for switching on and 0,91 for 
switching off operation. 

During this part the THD parameter was measured. It is 
giving overview of harmonic content in signal. The parameter 
is defined as the ratio of the sum of the powers of all harmonic 
components related to the power of the fundamental frequency, 
as in 

 
 
 

 
 

 
The acceptable level of this coefficient is 20% (for separated 

LV networks, including up to 40th harmonic). Obtained value 
from measurements is in range – around 17% for non load 
period and slightly above - 21% for load period. The producer 
of the generator does not give the THD value for the unit. 
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C. Computer power supply adaptors 

The aim of last part was only to check if power source is able 
to work efficiently with normal household devices. The most 
interesting values, from investigation point of view, were THD 
and reactive power.  

Unexpectedly THD value for 2 devices connected, was very 
low – 2.5%.  

As expected reactive power was twice bigger then active 
power – 90 Var. This is the result of AC-DC converter. 

All other measured parameters were on expected level: 
- voltage 235 V, 
- current 0,42 A, 
- active power 43 W. 
  

IV. SUMMARY  
The tests were performed to prove abilities of stand-by 

power sources. Second topic, which should be taken under 
consideration, is the control of reserve power source – it should 
be 100% automatic. The basic requirement for generator is the 
electric starter. From the second view not all the devices and 
machines connected can be connected to second power source, 
the best example are the engines due to inrush currents. 

Designer of control systems should pay attention to the 
temperature of the engine. As it was shown during laboratory 
tests it is strongly connected with efficiency and work stability. 
It can be noticed that during switching load procedure on cold 

engine, the peak voltage is lower, it is probably connected with 
dose of fuel and poor performance of cold engine – larger dose 
allows engine to work against provided load. 

During cold start, control system could take as a control 
variable the value of cosφ – it was observed that it is 
decreasing while the generator is not able to withstand the load 
demand. This theory needs further investigation. 

The main problem of small generation units is the power 
quality, which is decreasing in proportion to load. If the 
receivers are sensitive to harmonic content, then they can not 
be used. 

The tests showed that even small generator unit can be used 
as stand-by power source. What is more, if there is no need of 
continuity of supply, the control system can be replaced by 
manual control – the blackout (operation) time will be 
extended to few minutes.   
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Ocean Power: tidal and wave energy

Dennis Grzelak, Nico Brose, Lennardt Schünemann

The growing necessity of a sustainable energy 
supply requires a great expansion of renewable 
energy production. While developing and realizing 
different concepts of energy usage like 
photovoltaic, wind, geothermal or biomass energy, 
another big potential energy source has got very 
low attention – energy from tidal power. Tidal 
power allows many ways of electricity production 
and can be classified into two different main types:

• Tidal stream systems make use of the 
kinetic energy of moving water to 
power turbines, in a similar way to 
windmills that use moving air. This 
method is gaining in popularity 
because of the lower cost and lower 
ecological impact compared to 
barrages.

• Barrages make use of the potential 
energy in the difference in height (or 
head) between high and low tides. 
Barrages suffer from very high civil 
infrastructure costs, a worldwide 
shortage of viable sites, and 
environmental issues.

Since the economical potential of hydroelectric 
power plants in Europe is nearly exhausted, this 
work will be focused on different concepts of tidal 
barrages, tidal stream and wave generators.

Tidal power stations are a variation of the classical 
hydroelectric power plants using the level 
difference of the water between low tide and flood, 
also called tidal range, for the production of 
electricity. For this purpose, dams can be 
established in estuaries or sea bays as a separation 
from the high seas. Such embankments get notches 
so that water will stream in when the tide is high 
and drain off when the tide is out, a process under 
the driving mechanism of the turbines. In both 
operation phases electric current is therefore 
produced. The big advantage of this technology is 
that low tide and flood continuously alternate and, 
hence, the tidal force displays a computable and 
dependable energy source. The potential energy 

from the resultant tidal range can be calculated as 
follows:

• �!is the density of seawater (approximately 
1025 kg/m³)

• A is the swept area by the rotors (m²)
• g is the gravitational acceleration

( 9,80665 m/s²)
• h is the difference between ebb and flut(m)

The best known representative of this technology is 
the tidal power station in the mouth of the river La 
Rance near Saint-Malo at the French Atlantic coast. 
It was established already in 1966 and has a tidal 
range of 12 - 16 m with which a maximum power 
of 240 MW is reached. The concrete embankment 
has a length of 750 m and the storage reservoir 
basin´s magnitudes add up to 22 km in length and, 
on average, about 1 km in width.

figure 1: water inflow (flood)

figure 2: water outflow (ebb)
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Tidal power stations can only produce electricity at 
the precise moment of the occurrence of either 
flood or low tide. When the flood comes, the water 
streams through the notches in the embankment 
into the reservoir with the lower water level, 
making the turbines turn. Being coupled to the 
turbines, generators are then driven just as well, 
producing electric current. As soon as the 
maximum water level is reached, the streaming 
comes to a standstill and no more electricity is 
produced before the low tide arrives. During low 
tide the water from the reservoir runs off again into 
the ocean, driving the generators once more. The 
turbines are generally pipe turbines, equipped with 
adjustable and reversible shovels. This makes it 
possible that the turbines can work in both 
streaming phases. Between the flood and the low 
tide streamings the equipment comes to a brief 
shutdown in each case. Consequently, a 
periodically variable amount of power is produced, 
each streaming period lasts about 12.5 hours. In 
addition the power, albeit to a minor degree, is 
influenced by weather conditions like wind or 
precipitation.

If suitable turbines are installed and the storage 
basin is big enough, a tidal power station can also 
be used as a pumping accumulator power station. In 
this special case the turbines still pump water into 
the storage basin beyond the reached water level, 
even if the flood stream has already come to the 
shutdown. Then, with low tide, more water is 
blown off and therefore more electricity is 
produced.

The difficulty of this energy change process lies 
mainly in the fact that, as a rule, an economic 
application is only possible from a tidal range of 5 
m on. That is why only few locations can be 
considered. Possible application places for tidal 
power stations are, for example, in the mouth of the 
river Severn between Britain and Wales, in Alaska 
near Anchorage, at the Cambridge Gulf in Western 
Australia and in the Fundy Bay in Canada. 
Worldwide there are approximately at least 100 
possible locations for those facilities. In Germany 
the potential is estimated to be very little on 
account of the relatively low tidal range of about 2 -
3.5 m. Furthermore the tidal power stations are also 
facing the danger of corrosion, which is clearly 
higher than in soft water areas. Additionally 
impurities caused by salt and sediments are 
problematic because they require a large 
complexity in the operation management. Finally it 

must be mentioned that, above all, the 
establishment of big dams always makes such 
equipments affect or damage nature, and therefore 
interferences of the flora and fauna can be the 
results. Since tidal power stations also have effects 
on the rhythm of low tide and flood, an adaptation 
to the changed living conditions becomes necessary 
for the creatures in that sphere.

Alternatively to those 
tidal power stations which 
used the tidal range to 
produce electricity, the
first projects are being 
realised whose technology 
intends the winning of 
electricity from sea flows. 
They are sea flow power 
stations, resembling the 
wind power equipments 
with the difference that 
the rotor turns underwater 

and that it is driven by the 
constant tidal change. A 
suitable pilot plant was 
successfully installed already in summer, 2003 near 
the coast of North Devon in England under the 
project name "Seaflow". In another step, a new 
equipment with a power of 1.2 MW originated in 
April, 2008 near Strangford Lough under the 
project name "Seagen". The principle of turbines 
around which the waters are freely circulating has 
the big advantage that it can be employed in 
numerous locations and means only low 
disturbance of the environment. Optimum locations 
have a water deepness of 15 - 20 m and streaming 
speeds of at least 2 - 3 m/s in the streaming 
maximum with the steadiest course possible.

The power that can be extracted from marine 
currents (by turbine generators) is dependent on the 
speed of the water flow, and the area and efficiency 
of the turbine, as follows:

Power = 0.5 * �!* A * v3 * Cp

• �!is the density of seawater (approximately 
1025 kg/m³)

• A is the area swept by the rotors (m²)
• v is the current speed (m/s)
• Cp is the efficiency factor of the turbine.

figure 3: Tidel turbines (horizontal-
axis propeller design)
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The density of seawater means that marine turbines 
are significantly smaller
than wind turbines of similar generation capacity, 
and rotate at approximately 20 to 30 rates per 
minute.

The essential components like rotor, hub, gear, 
generator and tower come from the wind power 
technology. But, in contrast to the power 
production from wind force, water has a much 
higher density than air. The result is thousandfold 
as much as the power of airflow when there is a 
steady water flow, which is why the flow speeds 
(relatively slow in the water), as they originate 
possibly from the tides, are sufficient for the 
production of electricity.

The 2-blade rotor has a solid orientation along the 
direction of the flow and a pitch settlement which 
allows a blade adjustment of about 180 °. Therefore 
the operation is possible equally with low tide as 
well as with flood. Besides, the pitch settlement is 
used for the line limitation and retardation of the 
equipment. Rotor, gear and generator are fastened 
together in a framework and can be lifted out of the 
water with the help of a lift device to carry out the 
maintenance.

Another concept for the use of sea flows is the 
Stingray Tidal Stream generator. The Stingray uses, 
in contrast to tidal turbines, no air-screw but a 
compensator arm for the power production from the 
sea flow. To guarantee the stability at the bottom of 
the sea, a star base with four beams is applied, 
which are anchored in the ground. The compensator 
arm is fastened to a column on the star base. The 
construction weighs approx. 180 t and it is its 
simple dead weight which gives it a good 
anchorage at the bottom of the sea. By the 
undulation of the water the fin of the compensator 
arm oscillates up and down. That is how the 
pressure is generated inside a hydraulic cylinder 
which is used to power a generator.

In the years 2002 and 2003 the equipment was 
tested with an installed rating of 150 kW as a pilot 
scheme. After building a demonstration equipment 
in 2005, the enterprise Engineering Business Ltd 
had arrived at the conclusion that the equipment 
construction would possibly not be practicable in 
consideration of profitability.

All in all, sea 
flow power 
stations could 
become reliable 
energy suppliers 
in the future 
above all due to 
the computability 
of the tides. They 
work silently and hardly disturb the landscape. 
Besides, a combination with offshore wind parks 
could create considerable synergy potentials, for 
example, by using a common grid connection. Only 
in Europe more than 100 suitable locations for such 
equipments would be possible at a guess. 
Nevertheless, it is problematic that suitable and 
unsuitable locations are often established close to 
each other. When a good location is being searched 
for, it is also important to consider the possible 
potential for conflicts with other ocean users 
sufficiently, apart from disputable environmental 
conditions. Before a commercial production of 
electricity can become reality, a huge number of 
detailed questions is still to be solved with regard to 
the equipment technology to guarantee a safe and 
frictionless operation under rough conditions, like 
the sea water.

Another alternative of producing electricity is 
using wave energy. At this, 3 possible technologies 
are available after all:

• Oscillating 
Water 
Column: the 
periodical, 
vertical 
movement of 
the water 
compresses 
and relaxes air 
with an airborne 
turbine.

figure 4: Stingray Tidal Stream Generator

figure 5: Wavegen
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• Wave-
induced 
Drop 
Height:
shafts lift 
the water 
on a 
higher
energy 
level. The potential energy is taken up by a 
"low head" turbine.

• Hydrodyna
mic 
Movement:
buoyancy 
bodies 
follow the 
undulation. 
Out of this, 
the most 
different possibilities of direct energy 
conversion arise.

The Pelamis-wave power station is a 750-t-steel 
construction which generates electric current by 
moving the single limbs in opposite directions. This 
150-m-long and 3.5-m-wide steel tube is divided 
into four cylinders which are connected by power 
modules. In the modules there are piston pumps 
which take up the kinetic energy and deliver it to a 
hydraulic generator by means of the hydraulic 
liquid. The capacity of the equipment constitutes 
750 kW. An anchor holds the construction in the 
intended position and is flexibly applicable with it, 
in contrast to other sea power stations, and has a 
lower impact on the ecological balance. The first 
commercial employment occurs in 2008 in 
Portugal, being part of the pilot project of 2006. In 
this connection it concerns three equipments. For 
the future it is planned to start another 25 

equipments running which will have a total 
capacity of 18.75 MW.

The Wavegen 
project is one of 
the most reliable 
sea power stations. 
The energy of the 
water is not used 
directly, but the 
working medium 
air is. The structure is partly on shore and in the 
water. It contains a hollow cavity which is flooded 
by the sea. With waves streaming in, the water level 
changes inside the structure. An alternately high 
and low air pressure inside arises from it. The 
pressure is compensated with the aid of an open end 
towards the environment. Close to the open end, 
there is a Wells turbine which dissipates the kinetic 
energy of the flowing air into electric energy. The 
Wells turbine distinguishes itself by the fact that it 
maintains its running direction while the air flow is 
varying, so that it supplies permanent electricity. 
Before a Wavegen project can be realised, 
comprehensive investigations about the 
characteristics of the waves have to be carried out.

An implementation of the equipment construction 
has been on the Scottish island of Islay since the 
year 2000.
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figure 6: Wavedragon

figure 7: Pelamis

figure 8: Pelamis- Wave-Generator

figure 9: Wavegen
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OVERVOLTAGE PROTECTION DEVICES 
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Abstract – This article states about overvoltage 
protection methods, especially lightning overvoltages. 
Different types of lightning protection devices are 
presented and described, according to their 
construction and application methods. The pressure 
was put on protection in accordance with European 
standards. 
 

I. INTRODUCTION 
 
Nowadays business, industry and all public 
institutions depend on electronic data engineering. 
Electronic data processing, measuring and control 
systems, instrumentation and control as well are all 
part of a modern industrial plant. All data recording 
devices at the production plants are connected to 
terminals and computers at offices by information 
networks distributed between buildings - together 
making the computer integrated manufacturing. 
Often, the basis of computer integrated 
manufacturing are open networks, where different 
types of computers and different operating systems 
communicate. This business process is rapidly 
expanding and is now approaching the computer 
integrated enterprise or computer integrated 
business. Differently speaking all ranges of 
administration are completely integrating into a 
electronic data processing system. It can be clearly 
seen that the future lies in the computer-integrated 
factory or in computer-integrated business and 
administration. This networked system, with its 
growing flow of information, is severely hindered 
by damage to the essential transmission systems in 
the telephone and data networks, as well as at 
terminals or by interference. Strong dependence on 
electronic data processing can quickly lead to 
catastrophe if the system will fail. An American 
investigation in 1987 highlighted the seriousness of 
the situation. According to it, banks will be able to 
manage without electronic data processing for only 
2 days, enterprises that are sales-oriented will be 
able to manage for 3.3 days, manufacturers for 4.9 
days and insurance companies for about 5.6 days. 
Enterprises without functioning EDP, according to 
an  investigation by IBM Germany, will collapse 
after about 4.8 days. It has to be taken into account 
that in the past 15 years the growth of computer 
appliances in business, industry and everyday life 
has increased rapidly, so former mentioned times 
have probably decreased. Computer safety experts 
have pointed out that ninety percent of enterprises 
would close if their computer fails for two weeks. 
Disturbance of the data flow and destruction of  

 
Fig.1. Air terminator and equipotential bonding 

 
electronic equipment is the most frequent reason for 
the failure of such electronic systems. Mostly it is 
made by transient electromagnetic interferences. 
This risk can be controlled by electromagnetic 
compatibility measures, what specifies conditions 
under which any kinds of electric equipment 
disturbs or not each other. Also where 
electromagnetic phenomena, like lightning 
discharges, will not disturb their function. In 1989 
the European Community has declared 
electromagnetic compatibility as a protection goal 
by issuing the “Council Directive of 3 May 1989 to 
Harmonise Laws of the Member Nations 
concerning Electromagnetic Compatibility”. 
According to it all apparatus, facilities and systems 
that include electric or electronic components must 
demonstrate sufficient withstand levels against 
electromagnetic disturbances, to guarantee stable 
and proper operation of all equipment. The 
directive of the Council especially mentions the 
industrial equipment, telecommunication networks 
and equipment facilities. Violation of the 
electromagnetic compatibility general instructions, 
is deemed with a summary offence. A great extent 
the protective measures that must be undertaken in 
the framework of electromagnetic compatibility. 
Among the threats from the electromagnetic 
environment, lightning discharge is the most 
dangerous and therefore it determines the protective 
measures. Modern lightning protection does not 
only mean protection of buildings, but especially 
the protection of devices stored in it, meaning that a 
lightning protection system also must be achieved, 
even if it is not necessary for the building itself, but 
for the equipment it contains. 
 

II.  AIR TERMINATIONS 
 
To protect the volume from direct lightning strikes 
and to avoid uncontrolled strikes air termination are 
used [Fig.1], which are fixed points for likely 
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lightning strikes. Air termination is comprised by 
air-termination rods and air-termination wires. 
The location of air terminations is usually defined 
by the ‘rolling sphere‘ method. It bases on use of an 
imaginary sphere of radius S over the surface of a 
protected object. The sphere rolls up and over and 
is supported by) lightning masts, shield wires, 
substation fences, and other grounded metallic 
objects that can provide lightning shielding. A piece 
of equipment is said to be protected from a direct 
stroke if it remains below the curved surface of the 
sphere [Fig.2].This means that a certain radius of 
rolling sphere will be assigned to every protection 
level. Finally, air terminations form a system of 
protection for structures on the roof, such as 
ventilators and air-conditioning systems. 
Partially isolated lightning protection systems are 
usually installed on flat roofs. This protection can 
be achieved by individual or a combination of 
several air termination rods for smaller roof 
structures. For larger roof structures protection by 
means of air termination rods is not often possible 
as the rods would be too high and thus there is 
danger of their leaning. An isolated air termination 
is a second solution as an alternative. 
The calculated safety distance must be smaller than 
distance between air terminations and structures on 
the roof. Air-termination networks must form a 
protective volume that is including all structures on 
the roof. 
 

III.  BUILDING AND ROOM  SHIELDS 
 
Extended metal components, like for example: 
metal roofs and facades, steel reinforcements in 
concrete, expanded metals in walls, lattices, metal 
supporting constructions and piping, which form an 
effective electromagnetic shield by their meshed 
interconnection are especially important for 
shielding magnetic fields. They are also important 
for  creation of lightning protection zones. 
In principle, a steel reinforcement and the metal 
window and door frames can form an 
electromagnetic cage. In practice, however, it is not 
possible to weld or clamp every nodal point for 
large structures. For bridging expansion joints or 
bonding the reinforcement of prefabricated concrete 
parts, fixed earthing terminals are provided. 
To such earthing terminals  or projecting bonding 
conductors the “earth bus” or “earth ring bus” (ring 
equipotential bonding bars) are connected. Metal 
facades are also used for shielding purposes. 
The facade steel sheets, being interconnected, are to 
be bonded to the metal construction and to the 
reinforcement.  
Some of the above mentioned shielding measures 
can also be applied to the establishment of room 
shields (lightning protection). In particular this 
concerns the use of steel reinforcements (in floors, 
walls and ceilings), expanded metal (in walls and 
ceilings) and lattices. 

 
Fig.2. “Rolling sphere” method 

 
Smaller shields for lightning protection zones and 
higher, or shields of local lightning protection zones 
are usually formed by the enclosures (sheet steel 
cabinets, sheet steel covered racks, sheet steel 
enclosures) of telecommunication systems and 
devices. 
 

IV.  SHIELDS FOR CABLES IN BUILDINGS 
 
Cables shall be run near the equipotential bonding 
lines. These are parts of the steel construction, 
reinforced walls, cable supporting structures, cable 
trays or other electrically conductive parts which 
are connected to the equipotential bonding system 
at least at both ends. In principle, shielded cables 
should be used. This applies for electronic or data 
cables as well as for higher voltage levels. 
Pair-twisted signal cables are to be preferred. 
For related lines of one signaling circuit a twisted 
pair each is to be used, so that the incoupled 
transverse voltage on cable runs must be neglected. 
The limitation of the incoupled series voltage 
determines the protection measures. 
To lessen surges by overcoupling, power and 
signaling cables must be consequently separated, if 
possible by using cable supporting structures which 
are included in the equipotential bonding. Different 
separations are needed depending on the cable 
parallel running length. 
Also in existing systems it may become necessary 
to shield the cable routes (subsequently). For this 
purpose a retrofit set consisting of shielded 
sleevings provided with a closing system in the 
longitudinal direction. 
 

V. EQUIPOTENTIAL BONDING 
 
Lightning protection equipotential bonding of a 
protected volume includes all incoming metal 
installations. In the case of extended 
telecommunication systems, a duly shaped 
lightning protection equipotential bonding bar 
installed at ground level inside the building also 
functions as an earth bus and is usually installed as 
an earth ring bus inside the building. The earth ring 
bus, a ring equipotential bonding bar, is a copper 
bar having a minimum cross section of 50mm2 for 
surface mounting at a distance of some centimeters 
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from the wall. At distances about 5m it should be 
bonded to the foundation earth electrode. 
This bonding can also be realized over the 
reinforcement. An equipotential bonding bar can be 
sufficient for small local systems. If the discharge 
system consists of plain metal components which 
constitute an effective electromagnetic shield, 
the equipotential bonding bars can be directly 
bonded with the shield. Equipotential bonding is, 
therefore, often carried out using a bonding plate 
with multiple radial or even coaxial connections of 
the conduits or line shields. 
Equipotential bonding is not only for the protection 
of electronic systems, but it must also fulfill special 
functions. A low-impedance equipotential bonding 
system, which is an entity formed of interconnected 
equipotential bonding lines including the metal 
parts of the electric systems (such as enclosures, 
racks, cable trays etc.) and the building  
(e.g. reinforcement in floors, walls [Fig.1.] and 
ceilings, supporting structures between floors) 
is possible using a meshed, plane-covering or 
space-covering formation. Such a meshed overall 
building equipotential bonding system is the best 
way to reduce overvoltages in telecommunication 
systems and is the basis for the coordinated use of 
arresters (surge protection devices, filters, etc.). 
Different types of functional equipotential bonding 
systems are needed for telecommunication facilities 
and systems. Metal supports, cabinets, enclosures, 
cable racks etc. in rooms with telecommunication 
facilities and systems must be included in the 
mashed functional equipotential bonding. Another 
possibility for achieving functional equipotential 
bonding is to create an equipotential bonding 
network by means of the metal supporting 
structures between floors, It is useful to install a 
local ring equipotential bonding bar which then is 
connected to the earth ring bus several times. 
Above all, equipotential bonding should include: 
• metal enclosures and racks of the 

telecommunication systems 
• conductors of electrical systems which do not 

carry operational voltages and/or currents. 
In the latter case, these include: protective 
conductors of the power system, earth electrode 
conductors of the telecommunication system, outer 
shields of the telecommunication cables and if 
necessary, the chassis terminals of the electronic 
devices and systems. 
 
 
 
 
 
 
 

TABLE 1 
 Comparison of arresters classes according to standards 

 DIN VDE 0675 Part 6/A1 IEC 37A/447/CDV 
Arresters class B, for lightning protection 
equipotential bonding purposes according 

to DIN VDE 0185 Part 1 
Arrester ‘Class I’ 

Arresters class C, for surge protection 
purposes in the permanent installation, 
especially for use in surge withstand 

category III 

Arrester ‘Class II’ 

Arresters class D, for surge protection 
purposes in the mobile/permanent 

installation, especially for use in surge 
withstand category II 

Arrester ‘Class III’ 

 
VI.  ARRESTERS 

 
According to their range of application, surge 
protective devices (SPDs) for power engineering 
and for information technology can be subdivided 
into two kinds: lightning current arresters and surge 
arresters. SPDs are internationally standardized in 
IEC 61643-1:1998-02 “Surge protective devices 
connected to low-voltage power distribution 
systems” part 1: “Performance requirements and 
testing methods”. In this standard the SPDs are 
distinguished according to test classes. It is difficult 
for the user to understand this classification because 
it is primarily meant for the producers of the SPDs. 
A rather user-convenient SPD standardization is 
included in the German DIN VDE 0675 Part 6/6A1 
and 6A2. As requirements and tests of the German 
standard are more severe than the international 
standards, the German standard is taken as a basis 
for arrester classification (Table 1). 
We distinguish many kinds of arresters, generally 
basing on their application: 
• Lightning current arresters must be able to 

discharge lightning currents or considerable 
parts of them non-destructively. They are 
dimensioned and tested in accordance with IEC 
61643-1/E DIN VDE D675 Part 6 and Part 6/A1.  

• Surge arresters only serve limiting overvoltages 
at relatively low-energy surge currents. 

 
VII.  SUMMARY 

 
Application of devices mentioned in this article can 
significantly increase the reliability of  protected 
networks and safety of people and equipment inside 
protected  structures . 
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Abstract – this article treat about HVDC (high-voltage 
direct current) technology.  In history of energy 
transmission,  crucial moment was “War of Currents” in 
XIX century .  From conflict between supporters of AC 
and DC was winning Nikola Tesla. In effect, the most 
popular way to transmission energy are AC transmission 
lines.  Despite many advantages of AC transmission, in 
some conditions better is DC transmission, which demand 
presence of high-voltage.  The serious acceleration in 
development of this technology was 1954 when was built 
the first such system.  Since those time, HVDC has 
developed very intensive, and will be very important 
technology in problem of transmission energy.   

 
I.   INTRODUCTION  

 
Power does not rely only from voltage, but is equal of 

voltage times current. 
 

P=UI            (1) 
 
For a given power a low voltage require a higher current 

and a higher voltage requires a lower current. However, since 
metal conducting wires have a certain resistance, some power 
is wasted, and transfer as heat. The power losses in a 
conductor are proportional to the square of current and 
resistance of conductor. 
 

P=RI2           (2) 
 

Power is also proportional to voltage, so for given power 
level, higher voltage let decrease a current level. Higher level 
of voltage, give us also lower power loss. Power loss can be 
also reduced by decreasing resistance e.g. by increasing 
diameter of conductor, but it’s demand higher economical 
costs.  

High voltage transmission is used to reduce lost of power, 
but it cannot be used for lightning system and supplying 
motors. High voltage level has to be adjust to receivers. In 
AC are using transformers which decreasing or increasing 
voltage to required level. In DC does not exist such 
possibility. In those technology manipulation is possible for 
more complicated way. To changing a level of voltage are 
used electronic devices as mercury arc valves,  
semiconductors devices, thyristors, insulated-gate bipolar 
transistors (IGBTs), high power capable MOSFETs (power 
metal–oxide–semiconductor field-effect transistors) and gate 
turn-off thyristors (GTOs). 

In AC voltage conversion is simple, and demand little 
maintenance. Further three-phase generator is superior to DC 

generator in many aspects. Those reasons causes that AC 
technology is today common in production, transmission and  
distribution of electrical energy. However alternative current 
transmission has also drawback which can be  compensate in 
DC links. It’s the main reason why DC technology is chosen 
instead AC:   
- inductive and capacitive elements of lines put limits to the 
transmission capacity and transmission distance  
- is not possible transmission between two points of different 
current frequency   
Therefore electrical engineers research and applied DC 
technology which doesn’t have such limitation.  
 

II.   HISTORY 
 
The first transmission of direct current was in 1882, 

distance was 50 km long (distance between Miesbach-
Munichbut) and voltage level was only 2 kV. DC 
transmission was developed by Rene Thury. This scientist  
created own method, which based on series-connected 
generator and was used in practice by 1889 in Italy. System 
based on Thury’s idea transmitted 630 kV at 14 kV over 
distance 120 km. The next important  

 

 
Figure 1. Scheme of Thury’s installation from 1889. 

 
project was line Mountiers-Lyon in France which was 
working between 1906 until 1936. Mountiers power plant had 
eight generators which was connected in series. Line of 
Mountiers-Lyon connected hydroelectric power plant, 
transmitted 8600 kW, had 200 long kilometers and voltage 
between two poles was 150 kV. In sum was built fifteen 
similar systems. Other systems worked at up to 100 kV DC, 
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and was using to 30s’. Economical and technical low 
efficiency caused that Thury’s systems was withdrawal, but 
despite those reasons – it was little commercial success.  

The next era, was attempts with mercury arc valve. The 
first such technology was put in 1932 by General Electric, 
which tested mercury-vapor valves in 12 kV DC line. System 
could convert current from 40 Hz to 60 Hz frequency. This 
installation worked in Mechanicwille, New York. In 1941 
existed underground DC (with mercury arc valves) 
connection in Berlin, but due to war project was never 
completed. 

Crucial moment in development of HVDC was in 1954. 
This moment began era of static mercury arc valve. This 
system was created by ASEA and connected Sweden with 
island Gotland. Up to 1975 had used technology based on 
solid-state devices. From this time to 2000 had been lasting 
era of thyristor valves. Future probably will belong to 
commutated converters. 

 
III.   COMPOTENTS AND RECTYFING/INVERTING 

SYSTEMS 
 

HVDC using mercury arc rectifiers but the most modern 
way are thyristors. Thyristor is a solid- state semiconductor, 
similar to the diode, but has particular property in control of 
AC cycle. The insulated-gate bipolar transistor (IGBT) is 
simpler and cheaper way of control.  

 

 
Fig 2. Simplification scheme of HVDC transmission 

 

Rectifying and inverting systems usually use the same 
devices. At the AC end a set of transformers, often three 
physically separate single-phase transformers, isolate the 
station from the AC supply, to provide a local earth, and to 
ensure the correct eventual DC voltage. The output of these 
transformers is then connected to a bridge rectifier formed by 
a number of valves. The basic configuration uses six valves, 
connecting each of the three phases to each of the two DC 
rails. However, with a phase change only every sixty degrees, 
considerable harmonics remain on the DC rails. An 
enhancement of this configuration uses 12 valves (often 
known as a twelve-pulse system). The AC is split into two 
separate three phase supplies before transformation. One of 
the sets of supplies is then configured to have a star (wye) 
secondary, the other a delta secondary, establishing a thirty 
degree phase difference between the two sets of three phases. 
With twelve valves connecting each of the two sets of three 
phases to the two DC rails, there is a phase change every 30 
degrees, and harmonics are considerably reduced.[1]. In 
elements which take share in conversion, are applied filters 
which limit harmonic in DC cycle. 

 
IV.   CONFIGURATIONS 

 

In the most popular configuration - monoplar, one 
terminal of rectifier is connected with the ground. Second 
terminal with potential another than ground, is connected 
with transmission line.  
Current flows in the earth between electrodes two stations 
when not metallic conductor is installed. It’s a single wire 
earth return type of configuration. If not exist return 
conductor, configuration may gives such problems: 
- corrosion because long underground objects (e.g. pipelines), 
- submerged return electrodes may participate in chemistry 
reaction  
- unbalanced current may disturbed magnetic field and 
influent on navigations ships equipment. 

Presence of return wire can eliminate such effects. Those 
line has to be connected between two ends of monopolar 
transmission line. Second conductor is applied in depending 
on economical, technical and environmental factors. In the 
future will spread bipolar systems. Modern monopolar 
systems for pure overhead lines carry typically 1500 MW. If 
underground or underwater cables are used the typical value 
is 600 MW.[2] 

The next system is bipolar transmission. In this 
configurations, is used two wires with the same potential as 
ground, and opposite polarity. Costs of this line is higher than 
monopole, but despite economical aspect bipolar system has 
advantages: 

- return losses and environmental effect are reduced  
- in case of fault in one line, current can flow by return path 
in monopolar mode 
- in very uncomfortable surrounding, second conductor can 
be track in transmission towers, it gives possible flow power 
even at the completely breaking second line. 

Bipolar systems may carry as much as 3000 MW at voltages 
of +/-533 kV. Submarine cable installations initially 
commissioned as a monopole may be upgraded with 
additional cables and operated as a bipole.[1] 

Back to back is configuration with both inverters and 
rectifiers are in the same area. This system is used as follows 
areas:  

- in Japan, where occur necessity of changing current 
frequency 
- in lines with different phase relationship 
- in lines with different frequency and phase number 

System with transmission line is the most common 
configuration. In this structure two inverter or rectifier 
stations are connected by powerline. This system is applied in 
long lines, unsynchronized grids and underwater connections. 

Tripole: current modulating control. It’s new idea of  
transmission DC (since 2004). This structure based on two 
circuit which work as bipole and third wire which operate as 
parallel monopole. Parallel monopole relive current in periods 
from other pole. Bipole wires are loaded for few minutes. In 
tripole system can be carry higher current. Tripole system let 
pick up about 80% transferred power than AC lines. 
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V.   ADVANTAGES AND DISADVANTAGES 
 

The advantage of HVDC than AC is ability to 
transmission big amount of power on long distances with 
lower wastes. DC technology is better in such situations:  
- undersea connections 
- power transmission and stabilization between 
unsynchronized AC distribution system 
- connection generating plants remote from power grid  
- stabilizing AC grid 
- connection between countries with different current 
frequency/voltage  
- synchronize AC produced by renewable energy sources 
 

Long underwater lines have a high capacitance. In AC 
transmission is required process of charging and discharging, 
what is causes of power losses. HVDC has minimize this 
effect. In AC lines occurs also dielectric losses.   

To disadvantages of HVDC we can include conversion, 
switching and control. Static converters are expensive. In 
short distances losses in static inverter may be even bigger 
than in AC transmission. In the future static converters will 
be replaced by thirystors.  
In DC system controlling of multiterminal configuration is 
quite hard, because required good communication between 
terminals. Also circuit-breakers are difficult than AC.  

 
VI.   ECONOMICAL ASPECTS 

 
 Is not simple estimate a cost of buildings HVDC 

transmission line and operations unit. Cost are very different 
and depends on power of line, length connection, 
environment of track wires (air or water) and so on. Usually 
the biggest producers of high-voltage direct current 
transmission as Areva, Siemens or ABB don’t reveal 
financial information about investments. Despite narrow 
basement of information, we can estimate some costs of built 
DC line, which is show on Fig.3  

 

 
Fig.3 Relation between length of line and costs in AC and DC line  

 
About 50% cost of DC structure are converter transformers, 
valves and infrastructure as buildings. 
 

VII.   APPLICATIONS 
 

HVDC system can connected unsynchronized grids, 
therefore such lines very often are natural boundaries 
between countries. DC line is also meeting in places where is 
require undersea transmission (e.g. wind farm) and between 
two long distant points. From such reasons was built grids 
e.g. in Siberia, Canada, Australia or Scandinavia. Problem of 
synchronized AC because of different frequency system 
occur e.g. in Japan, North America, South American 
(enormous hydroelectric power plant) – between Brazil and 
Paraguay In Europe the most lines are between UK, 
Scandinavia and continental Europe.  

 

 
Fig 4. Nicolet convert station in transmission line  Québec - New England 

 

VIII.   CONCLUSIONS 
 

Today HVDC is very important issue in transmission 
energy. In near future this technology probably will be 
develop very intensive. Influence on future may have 
intensive spread of renewable energy source, also wind farm 
which need undersea connections. Also problem of cascade 
blackout, can be reduced by application of HVDC. Intensive, 
very large investments in e.g in China and India shows that 
high-voltage direct current will very important in the future, 
especially in big, new-industries countries.  
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Abstract- In order to investigate the transient response of 
doubly fed induction generator (DFIG) under grid 
disturbances, an accurate model is required. In this paper 
transient response of DFIG during voltage sag considering 
saturation effect of leakage flux for different order models is 
simulated. Then, rotor over-current due to voltage sag and 
factors that affect it, is investigated.

NOMONCLATURE
Symbols

I Effective phase 
current

i Current
u Voltage
R Resistance
X Reactance
 Flux
 Angular velocity
H Combined inertia of 

wind turbine and 
DFIG rotor

 Current ratio
K Saturation factor

Subscript
m Mutual
d d axis component
q q axis component
r Rotor
s Stator
M Mechanical
cb Crowbar
max Maximum
sat Saturation
b Base
l Leakage

I. Introduction

Due to the increasing concern about 2CO emissions, 
renewable energy systems and specially wind energy 
generation have attracted great interest in recent years. 
Large wind farm have been installed or planed around the 
world and the power rating of the   wind turbine is

increasing. Nowadays, the most widely used wind turbine in 
wind farm is based on doubly fed induction generator 
(DFIG) due to noticeable advantages: the various speed 
generation, the decoupled control of active and reactive 
power and the improvement of the power quality. However, 
wind turbines based on the DFIG are very sensitive to grid 
disturbance, especially to voltage dips [1]. in recent years, 
many papers investigated it from various aspect. For 
studying a DFIG, at first an accurate model is needed. In 
some papers different order model was proposed [2-5]. The 
computational time can be ameliorated by reducing the 
order of the generator. The reduce order is obtained by 
neglecting differential term in the voltage equation of the 
machine [5].in these papers the effect of leakage flux 
saturation is usually neglected. In other kind of papers 
saturation effect was considered, but investigation doesn't 
perform for different orders. sX , and rX aren’t constant 
in these papers, but vary depend on current pass through 
them [6,7]. According to mentioned above, the voltage dip 
could cause over-voltage and over-current in rotor winding 
and consequently damaged the rotor side converter. So 
studying the transient behavior of DFIG during the three 
phase voltage dip is very important. 
The aim of this work is to present a comparative study 
among different orders of the DFIG model accompany with 
saturation effect during three phase voltage sag and at next 
step the most accurate model was used to show rotor over-
current. Finally various factors reducing the maximum value 
of over-current is investigated.

II. unsaturated induction generator model

in this section the unsaturated model for DFIG is given. 

Figure 1. direct (d) and quadrature (q) representation of induction machine.
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The voltage equations for the induction generator are 
given below, where all quantities except the angular 
frequency, b , are in pu. 

dt
diRu ds

b
qsdssds




 1
 (1)

dt
d

iRu qs

b
dsqssqs




 1
 (2)

dt
diRu dr

qrmdrrdr





0

1)1(  (3)

dt
d

iRu qr
drmqrrqr





0

1)1(  (4)

Using these equations, a model for both the squirrel cage 
and wound rotor generators can be developed. the difference 
between these two generators lies in the rotor: the first one 
has short circuited winding, so rotor voltage is zero, and the 
second one has these winding fed by a converter, 
responsible of controlling the generator[5]. Flux linkage 
used in previous equation, is obtained from (5) and (6):








drmdssds

qrmqssqs

iXiX
iXiX


 (5)








drrdsmdr

qrrqsmqr

iXiX
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(6)

The electromagnetic torque is calculated by

dsqsqsdse iiT  _ (7)

Finally if MT is the mechanical torque dependent upon the 
local wind speed:

dt
dHTT M

eM
2_  (8)

The model of an induction generator can have various 
orders, such as 1, 3 or 5.the fifth-order model is considered 
to be a full order model for an induction generator. The 
third-order model ignores the stator dynamics and is widely 
used in power system transient stability analysis. The first 
order model ignores both the stator and rotor dynamics. The 
only differential equation left is the swing equation. This 
model is suitable for long term power system dynamic study 
including the induction motor load characteristics [4]. Table 
1 briefly describe above sentences [5].

Table 1.
simplifications used in different order models
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III. saturated induction generator model

for better representation of the induction machine under 
transient condition, saturation effect should also include the 
variation in the stator and rotor leakage inductances due to 
saturation in the leakage flux path. The effect of saturation 
in leakage flux path is considered by modifying the 
unsaturated stator and rotor leakage reactances with 
saturation factor satK [7]. satK is introduced as follow [6]:











 

sat

sat

sat II

II
K )1)

1
((tan2

1
1 





(9)

Where  is equal to the ratio between current at which the 
saturation begins, satI , to the current through the leakage 
reactance. The saturation factor characteristic is shown in 
fig.2.

Figure 2. saturation factor characteristic

IV. transient response of DFIG during voltage sag

short duration under voltages are called "voltage sags" or 
"voltage dips". The latter term is preferred by the IEC. 
Within the IEEE, the term voltage sag is used. According to 
the IEC, a supply voltage dip is a sudden reduction in the 
supply voltage to a value between 90% and 1% of the 
declared voltage, followed by a recovery between 10 ms and 
1 minute later. For the IEEE a voltage drop is only a sag if 
the during sag voltage is between 10% and 90% of the
nominal voltage [8]. In this paper a 50% voltage sag is 
considered for simulation. At t = 5s, a voltage sag happens. 
Then at t =7s the voltage is restored to its presage value, i.e. 
1pu. 
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3. DFIG transient response due to 50% voltage sag. (a) torque at voltage sag occurrence, (b) torque at voltage recovery, 
(c) ids at voltage sag occurrence, (d) ids at voltage recovery, (e) iqs at voltage sag occurrence, (f) iqs at voltage recovery, (g) 

speed at voltage sag occurrence, and (h) speed at voltage recovery 
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The effect of saturation using different orders on the 
transient performances of the generator associated with such 
events is shown in fig.3. the machine used for simulation 
was a 2 MW, 690 V wind turbine and machine parameters
are given in appendix.
The following results can be seen from above simulation:

1. after the fault occurred:
 the effect of leakage flux saturation is to increase 

the current and torque.
 In spite of fifth order model there isn’t any 

oscillation in third and first order model.
 Difference between saturated and unsaturated of 

first order model is negligible, but for higher order 
model this is significant.

 The rotor speed decreases for saturated and 
unsaturated of fifth order model, but for other 
models there isn’t any decrease in speed.

2. after the fault cleared:

 fifth order saturated model reach its steady state 
faster than the other models.

 Saturation doesn’t affect the steady state value of 
torque, current and speed but it affects transient 
response of these variables.

V. rotor over-current due to voltage sag

The abrupt drop of the grid voltage causes over-voltages and 
over currents in the rotor windings that could even destroy 
the converter if no protection element is included. In [9] the 
factors that affect over-current was investigated
mathematically. In this paper the effect of these factors is 
simulated considering an accurate model. For all simulation 
in this section fifth-order model considering saturation 
effect is used. 

     A. crowbar resistance
The first factor is rotor resistance. If we neglect the stator 
resistance, the amplitude of over-current is proportional to 
1/Rr. So the solution to protect converter is to short circuit 
the rotor windings with the so-called crowbar resistance.
There are two main requirements that give an upper and a 
lower limit to the resistance [7]:

1) the resistance should be high to limit the short 
circuit current .

2) on the other hand, it should be low to avoid a too 
high voltage in the rotor circuit.

A too high voltage can result in break down of the isolation 
material of the rotor and the converter. Fig.4 shows a 
simulation that uses crowbar resistance in series with rotor 
resistance as a solution to reduce rotor over-current. 
Simulation was done for different value of crowbar. When 
the voltage sag occurs the crowbar resistance is added to 
rotor resistance. 

Figure 4. rotor over-current due to voltage sag for different crowbar 
resistance value

As shown in fig.4, the more the value of  crowbar 
resistance, the less the maximum of rotor current. Table 2
shows the maximum of rotor current while the crowbar 
resistance changes.

Table 2
maximum of rotor current while the crowbar changes

)(cbR 0 0.02 0.03 0.04

)(max AIr 34.12 20.96 17.51 15.02

     B. depth of voltage dip
The second factor is depth of voltage dip. In fact, the more 
severe of voltage drop, the bigger of the rotor current 
amplitude was. To quantify sag magnitude in radial systems, 
the voltage divider model, shown in fig.5, can be used. The 
voltage at the DFIG terminals can be found from (10).

E
ZZ

Z
V

FS

F
sag 

 (10)

Any fault impedance should be included in the feeder 
impedance FZ . 

figure 5. voltage divider model for a voltage sag

It's seen from (10) that the sag becomes deeper for faults 
electrically closer to the DFIG (when FZ becomes smaller), 
and for systems with a smaller fault level (when SZ
becomes larger). In (10) E=1 pu and lzZ F  , with z the 
impedance of the feeder per unit length and l the distance 
between the fault and the pcc, leading to (11).
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The sag magnitude as a function of the distance to the fault 
has been calculated for a typical 11 kV overhead line, 
resulting in fig.6. 

Figure 6. sag magnitude as a function of the distance to the fault, for faults 
on an 11 kV, overhead line.

The fault level is used to calculate the source impedance at 
the pcc. In this paper, 11 kV overhead line, and 200MVA 
fault level is considered. The impedance of overhead line is 
0.117 + j0.315Ω per km[8]. Simulations are done for 
different distance between fault and pcc.

Figure 7. rotor over-current due to voltage sag for different distance 
between fault and pcc.

Fig.7 shows that the distance between fault and terminal of 
DFIG is an important factor for maximum amplitude of 
rotor current. For example when it is 500m, rotor maximum 
current is 25.8A, while it is 10km, rotor maximum current is 
2.85A.

VI. Conclusion

In this paper transient performance of different order model 
of DFIG considering or ignoring saturation effect was 
compared. Then some parameters that affect rotor over-
current due to voltage sag was simulated. The main findings 
can be summarized in the following points:

1. the stator and rotor current of DFIG calculated by 
considering the saturation effect are significantly 
higher than the ones that ignores it.

2. the rotor speed of saturated model reaches the 
steady state value faster than unsaturated model, 

and fifth order model reaches faster than the 
reduced orders.

3. it's crucial to incorporate the saturation effect to 
study the transient performance of DFIG, but it's 
not important for steady state study.

4. in the case of strong voltage sags, the induced 
voltage on rotor can even be higher than the stator 
voltage. In this situation, there appear over-current 
whose amplitude depends on the depth of the dip, 
the machine parameters, and the protection 
element.

Appendix 

Rated power (W) 2000
Rated voltage (V) 690
Rated frequency (Hz) 50

mX (pu) 3.188

sR (pu) 0.00562

rR (pu) 0.00575

lsX (pu) 0.0708

lrX (pu) 0.0486

lsmS XXX 

lrmr XXX 
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Abstract- The use of reverse electrodialysis, to derive 
energy from the difference between the chemical potentials 
of concentrated and dilute salt solutions is reviewed. The 
process employ the flows of brine and dilute solutions 
through alternating cells bounded by cation- and anion-
exchange membranes in a stack placed between two 
electrodes to generate a voltage by the passage of salt 
through the membranes. Potential sources of brine include 
the salt domes of oil and gas wells, salt water lakes, and 
geothermal brines. This paper also reviews a range of 
membrane properties of the commercially available 
membranes. 
 
Keywords: Power generation, Reverse electrodialysis, 
membranes for RED. 

 

1. INTRODUCTION 

Renewable and sustainable energy sources are playing an important 
role in the 21st century and are becoming increasingly 
important due to environmental problems, such as global pollution 
phenomena and global warming. Membrane technology provides an 
opportunity to gain renewable and sustainable energy from salinity 
gradients via, e.g. pressure retarded osmosis and reverse 
electrodialysis. The latter method seems more attractive for power 
generation using sea and river water. Reverse electrodialysis (RED) is 
a non-polluting, sustainable method for energy generation by mixing 
fresh and salt water. RED converts the free energy generated by 
mixing the two aqueous solutions into electrical power and the 
system can be applied wherever two solutions of different salinity are 
mixed, e.g. where river water flows into the sea. The principle of 
RED was first proven by Pattle, who with his pioneering work in 
this field was the first one that generated power using RED. In the 
70s, Weinstein and Leitz investigated the effect of solution 
composition on power output and the main conclusion of this work 
was that large-scale energy conversion by RED may become practical, 
but only with major advances in the manufacturing of ion exchange 
membranes and with careful optimization of the operating 
conditions. In the early 1980s, Lacey conducted a comprehensive 
investigation on RED. Conclusion of his work was that to make RED 
commercially available it is necessary to minimize the internal stack 
resistance of the RED cells and to maximize the net power output 
from the cell. Lacey concluded that membranes for RED should have 
a low electrical resistance and a high selectivity combined with a 
long service life time, acceptable strength, dimensional stability 
and low-cost. In the mid 1980s, Jagur-Grodzinski investigated 
membrane spacer modifications and different salt solution streams 
in order to generate more energy. In 2007, Turek and Bandura 
studied the effect of solution velocity on cell power output and process 

economy. Turek, mentioned that the main bottleneck for a successful 
RED system seems to be the membrane price. Despite that remark, 
the focus of most of the earlier work on RED was on stack design, 
solution flow and solution composition, but not on membrane 
characterization and membrane performance. Most scientists used 
electrodialysis membranes to study the RED process. The ion 
exchange membranes are the key elements in the RED system. The 
most important membrane properties for RED are ion exchange 
capacity, swelling degree, and of course the membrane resistance 
and its selectivity (the ability of the membrane to distinguish 
between cations and anions), because of their direct effect on the 
overall RED performance. Up to now, it is still not known which 
membrane parameter is the dominant factor with respect to power 
generation in RED. It is essential to identify the key membrane 
parameters for RED in order to further improve the power output 
of RED. The data available in the existing literature do not offer 
sufficient information on membrane properties relevant to RED to 
enable proper mutual comparison of the different commercially 
available membranes. Currently, no complete overview is available 
with respect to the application of ion exchange membranes in RED 
which covers the full range of membrane types. 

This review presents an overview of reverse electrodialysis. It 
investigates a range of membrane properties of commercially 
available membranes that are important with respect to application in 
RED. The objective of this study is to analyze the membrane 
properties under equivalent conditions to enable a fair comparison 
of the results and a proper evaluation for application in RED. 
 

2. Theoretical background 
 

2.1. Principle of reverse electrodialysis 
In RED, a concentrated salt solution and a less concentrated 

salt solution are brought into contact through an alternating series 
of anion exchange membranes (AEM) and cation exchange mem-
branes (CEM) (Fig. 1,1.1). 

The membranes separate the concentrated solution from the 
diluted solution and only ions can pass through the ion selective 
membranes. Anion exchange membranes contain fixed positive 
charges which allow anions to permeate through the AEM towards 
the anode and cation exchange membranes contain fixed negative 
charges which allow cations to be transported through the CEM 
towards the cathode. The difference in chemical potential between 
both solutions is the driving force for this process. At the electrodes 
a redox couple is used to mitigate the transfer of electrons. The 
chemical potential difference generates a voltage difference over 
each membrane. 
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The theoretical value of the potential over the membrane for an 

aqueous monovalent electrolyte (e.g. NaCl) can be calculated using the 
Nerst equation (Eq.(1)): 

 
where ΔVtheo is the theoretical membrane potential for a 100% 
selective membrane (V), R is the gas constant (8.314J/(mol K)), T 
is the absolute temperature (K), z is the electrochemical valence, F 
is the Faraday constant (96,485 C/mol), ac is the activity of the 
concentrated solution (mol/l) and ad is the activity of the diluted 
solution (mol/l). For fresh water (0.017 M NaCl, y± = 0.878) and sea 
water (0.5 M NaCl, y± = 0.686), the theoretical voltage difference 
per membrane is 80.3 mV. The overall potential of the system is the 
sum of the potential differences over each pair of membranes. 
 

 
2.2. Ion exchange membrane properties 

Ion exchange membranes are membranes with fixed anionic 
or cationic exchange groups that are able to transport cations or 
anions. The specific properties of ion exchange membranes are all 
related to the presence of these charged groups. Amount, type and 
distribution of ion exchange groups determine the most important 
membrane properties. Based on the type of fixed charge group, ion 
exchange membranes can be classified as strong acid and strong 
base, or weak acid and weak base membranes. Strong acid cation 
exchange membranes contain sulfon groups as charged group. In 
weak acid membranes, carboxylic acid is the fixed charged group. 
Quaternary and tertiary amines are the fixed positive-charged 
groups in strong and weak base anion exchange membranes, 
respectively. 
 
2.2.1. Ion exchange capacity 

The ion exchange capacity (IEC) is the number of fixed charges 
inside the ion exchange membrane per unit weight of dry poly-
mer. The ion exchange capacity is a crucial parameter which affects 
almost all other membrane properties. The IEC is expressed in milli 
equivalent of fixed groups per gram of dry membrane (mequiv./g 
membrane). 

 
2.2.2. Fixed charge density 

Ion exchange membranes contain fixed-charged groups attached 
to the polymer backbone. In cation exchange membranes, the fixed 
negative charges are in electrical equilibrium with the mobile 
cations (counter-ions). The opposite relation exists in anion exchange 
membranes. The fixed charge density, expressed in milli equivalent 
of fixed groups per volume of water in the membrane (mequiv./l) 
strongly depends on the IEC and the swelling degree of the 
membrane: in the swollen state, the distance between the ion 
exchange groups increases thus reducing the fixed charge density. 
The transport of counter ions through the membrane is determined 
by the fixed charge density in the membrane and the difference 
between the concentrations of the electrolyte solution in contact 
with that membrane. The concentration and type of the fixed 
ionic charges determine the permselectivity and the electrical 
resistance of the membrane. 
 
2.2.3. Permselectivity 
When an ion exchange membrane is in a contact with an elec-
trolyte (salt solution), ions with the same charge (co-ions) as the 
fixed ions are excluded and cannot pass through the membrane, 
while the oppositely charged ions (counter ions) can pass freely 
through the membrane. This effect is known as Donnan exclusion 
[14]. The permselectivity of a membrane describes the charge selec-
tivity of the ion exchange membrane. It reflects the ability of the 
membrane to discriminate between ions of opposite charge. 

2.2.4. Electrical resistance 
The electrical resistance of the membrane is an important pro-

perty of ion exchange membranes, because it is directly related 
to the maximum power output in reverse electrodialysis and the 
energy consumption in electrodialysis processes. The membrane 
resistance is determined by the ion exchange capacity and the 
mobility of the ions within the membrane matrix. The electrical 
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resistance is dependent on temperature and decreases with 
increasing temperature. The specific membrane resistance is in 
principle reported in 2 cm. However, more useful and most often 
reported in literature is the membrane resistance in 2 cm2. 
2.2.5. Heterogeneous and homogenous ion exchange membranes 

Ion exchange membranes can be divided with respect to 
their structure and preparation procedure into two categories: 
homogeneous and heterogeneous membranes. In homogenous 
ion exchange membranes the fixed charge groups are evenly 
distributed over the entire membrane matrix. Homogenous 
membranes can be manufactured via polymerization and poly-
condensation of functional monomers (e.g. fenylosulfonic acid 
with formaldehyde) or via functionalization of a polymer by for 
example dissolving the polymer in a suitable solvent and subsequent 
functionalization by, e.g. post-sulfonation. Heterogeneous 
membranes have distinct macroscopic uncharged polymer 
domains of ion exchange resins in the membrane matrix. This 
type of membranes can be produced by melting and pressing of 
a dry ion exchange resin with a granulated polymer (e.g. 
polyvinylochloride). Another method to prepare heterogeneous 
membranes is dispersion of the ion exchange resin in a polymer 
solution. The distinct difference between homogenous and 
heterogeneous ion exchange membranes also influences the 
properties of the specific membrane. 
 
2.3. RED membrane model 

To predict the relative contribution of the different components 
in a RED stack, a theoretical model was used. The relationship 
between the salt concentration (activity) in the two compartments 
(diluted and concentrated), the process temperature and the selec-
tivity of the membrane is shown in the following equation: 

 

 
where Vo is the open circuit potential of the membrane stack (V), αav 
is the average membrane permselectivity of an anion and a cation 
exchange membrane pair, N is the number of membrane pairs, 
R is the gas constant (8.314J/(mol K)), T is the absolute tempera-
ture (K), z is the electrochemical valence, F is the Faraday constant 
(96,485 C/mol), ac is the activity of the concentrated salt solution 
(mol/l) and ad is the activity of the diluted salt solution (mol/l). 

The stack resistance can be defined as the sum of the resis-
tances of the individual stack components as shown in the following 
equation: 

 
where N is the number of membrane pairs, A is the effective mem-
brane area (m2),Raem is the anion exchange membrane resistance 
(2 m2), Rcem is the cation exchange membrane resistance (2 m2), 
dc is the thickness of the concentrated compartment (m), dd is the 
thickness of the diluted compartment (m), Kc is the concentrated 
compartment conductivity (S/m), Kd is the diluted compartment 
conductivity (S/m) and Rel is the electrode resistance (2). 

The final stack power output of the RED stack can be found from 
Kirchhoff’s law and is defined as 

 

Here I is the current (A), Rload is the load resistance (2), Rstack is the 
stack resistance (2) and Vo is the stack open circuit potential (V). 

To generate a maximum power output (Wmax), Rload needs to be 
equal to Rstack. 

In that case, Eq. (4) changes into Eq. (5) which shows the rela-
tionship between the open circuit potential, the maximum power 
output and the stack resistance. 

 
Combination of Eq. (5) with Eqs. (2) and (3) finally yields Eq. (6) 

which relates the maximum power output of the RED stack to the 
individual contributions of each component. More specifically, it 
relates the maximum power output of the system (Wmax) to the 
average membrane selectivity (αav) and the membrane resistance 
(Raem and Rcem). 

 
where N is the number of membrane pairs, αav is the average mem-
brane pair permselectivity, R is the gas constant (8.314J/(mol K)), 
T is the absolute temperature (K), F is the Faraday constant 
(96,485 C/mol), ac is the concentrated solution activity (mol/l), ad 
is the diluted solution activity (mol/l), Raem is the anion exchange 
membrane resistance (2 m2), Rcem is the cation exchange mem-
brane resistance (2 m2), A is the effective membrane area (m2), dc 
is the thickness of the concentrated compartment (m), dd is the 
thickness of the diluted compartment (m), Kc is the concentrated 
(0.5 M NaCl) compartment conductivity (4.648 S/m) and Kd is the 
diluted (0.05 M NaCl) compartment conductivity (0.551 S/m). 

Eq. (6) predicts the theoretical membrane stack power output 
and relates the maximum power output of the system to the 
individual membrane characteristics, it can be used as a tool to com-
pare different anion and cation exchange membranes with respect 
to their performance in a RED stack. If Eq. (6) is used to predict 
the power output obtainable with only a cation exchange mem-
brane, then the average membrane pair permselectivity (αav) is 
replaced by the individual membrane selectivity (α). The resistance 
of the anion exchange membrane term will be removed in that 
case and the concentrated and diluted compartment thickness (d) 
will be divided by two. The same procedure is applicable for anion 
exchange membranes. This calculated power output for only one 
type of the membrane is used to compare the different anion or 
cation exchange membranes with each other. 

In the model a few assumptions were made: (i) concentration 
polarization phenomena near the membrane surface are negligible 
due to the small current densities obtained through the mem-
branes. This phenomenon can be minimized with well designed 
fluid dynamics between the membranes, (ii) the resistance of the 
electrodes is assumed to be negligible compared to the membrane 
resistance. This assumption is allowed when a large number of 
membrane cell pairs is used, (iii) the feed solution does not change 
in concentration along the channels. This assumption has a strong 
relationship with the feed channel design and in a well-designed 
system this effect can be neglected. 
In order to compare commercially available membranes with 
each other it is more desirable to convert the power output into 
power density by normalizing it for the membrane area (W/m2). 
Power density per square meter of membrane can be easily calcu-
lated from the maximum power output: 
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where wmax is the maximum power density (W/m2), Wmax is 
maximum power output (W),A is the effective membrane area (m2) 
and Nm is the number of membranes. 

Obtained power output per type the membrane (anion or cation 
exchange membrane) is used only to benchmark membranes with 
each other. 

5. Conclusion 

This paper evaluates the potential of commercially available 
anion and cation exchange membranes for application in RED. 
Different membrane properties and characterization methods are 
discussed and a theoretical membrane model for RED was used to 
allow fair comparison of the characterization results for application 
in RED. Literature shows that the charge density has a strong 
influence on the permselectivity and the membrane resistance, but 
that there does not exist a straight forward relationship between 
these properties. In general cation exchange membranes have a 
higher charge density and a corresponding higher permselectivity 
than anion exchange membranes. Heterogeneous ion exchange 
membranes have a relatively low charge density compared to 
homogeneous membranes and a much higher resistance due to the 
membrane structure and the separation of charged domains in an  

uncharged polymer matrix. This makes RED a potentially 
attractive alternative for energy production. 
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Abstract- Microbial fuel cell (MFC) provides a new 

opportunity for the sustainable production of energy in the form 
of direct electricity from biodegradable compounds present in the 
wastewater achieving the simultaneous water treatment. MFC is a 
device that converts chemical energy to electrical energy with the 
aid of the catalytic reaction of microorganism. This article 
provides a brief introduction to MFC along with its envisaged 
applications as one of the class of biological fuel cell. 
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I. INTRODUCTION 

The high energy intensive conventional wastewater treatment 
systems invites for the development of alternative treatment tech-
nology. There is a tremendous need to develop suitable and reliable 
technology for the treatment of wastewater. Such treatment tech-
nology should be cost effective, requiring less energy for its efficient 
operation and should generate less sludge. In addition, the treatment 
system should recover energy to make overall operation of 
wastewater treatment self sustainable. 

Microbial fuel cell (MFC) provides new opportunity for the sus-
tainable production of energy, in the form of direct electricity from 
biodegradable compounds present in the wastewater, achieving 
simultaneous wastewater treatment. MFC is a device that converts 
chemical energy to electrical energy with the aid of the catalytic 
reaction of microorganisms1. In a MFC, substrate (organic matter or 
biomass) is oxidized in the anode chamber producing carbon 
dioxide, protons and electrons2. Microorganisms here fulfill the role of 
catalysts in analogs to chemical fuel cells. The electrons and the pro-
tons produced in the anode chamber ends up at the cathode, via 
the external electrical circuit and through the proton exchange 
membrane (PEM), respectively. In the cathode, an oxidant (nor-
mally oxygen) is being reduced. Eqs. (1)–(3) illustrates the basic 
reactions occurring in MFCs, in the case of a sucrose fed wastewa-
ter in anode and oxygen as electron acceptor in cathode. 

 

 
Performance of a MFC is affected by the substrate conversion 

rate, over-potentials at the anode and at the cathode, the PEM per-
formance, and internal resistance of the cell2. The optimization of 
MFCs requires extensive exploration of the operating parameters 
that affect the power output.  

All the literature review supports performance of MFC under 
controlled conditions using different cultures. Enough attention 
has not been paid so far on evaluating performance of MFC 

exposed to changes in operating temperature and pH, which are 
among the important aspects for field application of the MFCs. 

After a brief outline of the long and winding history of 
biological fuel cells, this article deals with the operating 
principles of Microbial fuel cells and their technological 
applications. 

  
 

II. HISTORY OF BIOLOGICAL FUEL CELLS 

For centuries, microorganisms, which transform food into an 
electron flow, were only a biological curiosity; but now scientists 
have made it possible to use them in watches and cameras 
as power sources3. Luigi Galvani, who noticed twitching of 
isolated frog leg when a brief electrical discharge was passed 
through it4, was the first to observe the bioelectric 
phenomenon as early as in 1790 and the term bioelectricity 
was coined after that observation. In 1910, Michael Cresse 
Potter, a professor of botany at the University of Durham, UK, 

 

Figure1. A typical biological fuel cell representing current generation 
with the help of microorganisms. The fuel generated by microbial metabolism 
gets oxidized at the anode and usually oxygen is reduced at the cathode. 
 
demonstrated that organisms could generate a voltage and 
deliver current. Cohen at Cambridge revived Potter’s idea in 
1931. He described how a batch of biological fuel cells 
produced more than 35 V. But biological fuel cells became 
popular in the 1960s, when the National Aeronautics and 
Space Administration evinced interest in turning organic waste 
into electricity on its long-haul space flights. Algae and bacte-
ria were among the first organisms used in biological fuel cells. 
During the mid 19th century, for the first time, Rohrback et al5 
designed a biological fuel cell in which Clostridium butyricum 
was used as a biological material to generate hydrogen by 
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glucose fermentation. In 1963, biological fuel cells were 
already commercially available for use as a power source 
in radios, signal lights and other appliances at sea. 
However, these fuel cells were not a commercial success and 
soon disappeared from the market. With the successful 
development of technical alternatives, e.g. solar photovoltaics 
for the energy supply on space flights, biological fuel cells 
suffered a short setback. Later, during the oil crisis of the 70s 
and 80s, the interest in the development of biological fuel 
cells was revived. In 1966, Williams6 showed that biological 
fuel cells powered by rice husk produced 40 mA at 6 V. Rice 
husk is a potential source of lignocellulose, which on 
fermentation yields many useful enzymes and biofuels like 
ethanol that could be used in biological fuel cells. In 1969, 
Yao et al.7 showed that glucose could be used as a fuel in the 
presence of platinum-black. Later, Karube et al8 reported 
the generation of about 300 mA electric current from an 
Anabaena spp.-based biological fuel cell, in which 
phosphoric acid was used as the electrolyte. Bennetto and co-
workers have made noteworthy contributions to biological fuel 
cells. They have developed and demonstrated improved 
biological fuel cells using various microorganisms and 
mediator systems. They showed that the mediators could 
enhance both the efficiency of electron-transfer and the 
reaction rate. Recently, Chaudhuri and Lovely9 have reported 
that a microorganism R. ferrireducens can recover an electron 
from glucose oxidation in the presence of Fe3+ up to 83% 
without a mediator. Presently, efforts are being expended to 
improve the performance of mediator-less biological fuel 
cells as well as on finding an effective route to wire the 
microorganism to the electrode so as to promote the 
efficiency of electron-transfer. 

III. Microbial fuel cells 

The use of microorganisms in biological fuel cells eliminates 
the isolation of individual enzymes, thereby providing cheaper 
substrates for biological fuel cells. Microorganisms can be 
used in four ways for producing electrical energy: 

(i) Microorganisms can produce electrochemically active 
substances through fermentation or metabolism. For the 
purpose of energy generation, fuels are produced in 
separate reactors and transported to the anode of a 
conventional fuel cell. Accordingly, in this configuration, 
the microbial bioreactor is kept separated from the fuel 
cell. 

(ii) In the second configuration, the microbiological 
fermentation process proceeds directly in the anodic 
compartment of the fuel cell. 

(iii) In the third configuration, electron-transfer mediators 
shuttle electrons between the microbial biocatalytic 
system and the electrode. The mediator molecules accept 
electrons from the biological electron transport chain of 
the microorganisms and transport them to the anode of 
the biological fuel cell. 

(iv) In the fourth configuration, the metal-reducing 
bacterium having cytochromes in its outer membrane 
and the ability to communicate electrically with the 
electrode surface directly result in a mediator-less 
biological fuel cell. 

A brief description of the aforesaid configurations is 
given below: 

Microbial-systems producing hydrogen as fuel for con-
ventional fuel cells: Various bacteria and algae, e.g. Escherichia 
coli, Enterobacter aero-genes, C. butyricum, Clostridium 
acetobutylicum and Clostridium perfringens, are known to be 
active for hydrogen production under anaerobic condition10, 11. 
The most effective hydrogen-producing microorganism is C. 
butyricum12. E. coli and Enterobacter aero-genes are facultative 
anaerobes and ferment both glucose and lactose as a carbon 
source to produce hydrogen. 

The conversion of carbohydrate to hydrogen is achieved by 
a multienzyme system. In bacteria, it involves the conversion 
of glucose to 2 mol of NADH, a reduced form of coenzyme 1, 
namely -nicotinamide adenine dinucleotide of the vitamin 
niacin, and 2 mol of pyruvate formed by Embden–Meyerhof 
pathway. Pyruvate is then oxidized through a pyruvate–
ferredoxin oxidoreductase producing acetyl-CoA, CO2 and 
reduced ferredoxin. NADH–ferredoxin oxidoreductase oxidizes 
NADH and reduces ferredoxin. The reduced ferredoxin is 
reoxidized to form hydrogen by hydrogenase. As a result, 4 
mol of H2 are produced from 1 mol of glucose under ideal 
conditions as shown below. In practice, however, H2 yield is 
only about 25% of the theoretical value13. Improvement in 
H2 production is possible by genetic engineering techniques and 
screening of new hydrogen-producing baceria. 
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A H2/O2 fuel cell comprising a platinum-black–nickel 
mesh anode and a palladium-black–nickel mesh cathode, and 
separated by a nylon filter operating at room temperature was 
connected to a bioreactor producing hydrogen14,15. The 
current and voltage output were dependent on the rate of 
hydrogen production in the fermenter. For example, an open-
circuit voltage (Voc) of 0.95 V and a short-circuit current 
density ('sc) of 40 mA/cm2 were obtained at a H2 flow of 40 
ml/min. The biological fuel cell operating under steady-state 
conditions for a week produced a continuous current between 
500 and 550 mA. 

The immobilization of the biocatalyst is primarily important 
in a bioreactor. In the biological fuel cell configuration described 
above, the immobilization of hydrogen-producing bacteria, C. 
butyricum is of great value as this stabilizes the relatively 
unstable hydrogenase system. The immobilization steps could 
be the trapping of microorganisms into polymeric matrices 
of polyacrylamide, agar gel or filter paper. The 
immobilized microbial cells continuously produced H2 
under anaerobic conditions for several weeks, whereas non-
immobilized bacterial cells were fully deactivated in less than 
two days. 

Microbial systems producing electrochemically active 
metabolites in the anodic compartment of biological fuel cells: 
In this configuration, the fermentation process is conducted 
directly at the electrode surface supplying the anode with H2 
fuel. Additional by-products of the fermentation process, 
namely formic acid, acetic acid and lactic acid are also utilized 
as fuels16. Besides, the base substrate glucose used for the 
fermentation process, byproducts could as well contribute to the 
anodic current. Hence, H2 provided by the microorganisms can 
be a source of anodic current as indicated by the side reactions 
below. 

 
 
 
 
 
 
 
In addition to fuels like H2, formic acid, lactic acid and 

sulphur-containing electrochemically active metabolites like 
S2– species, can be produced during the fermentation of 
lactate by Desulfovibrio desulfuricans, which are known to be 
sulphate-reducing bacteria, shown as follows. 
 
 
 
 
 
 
 
 
The presence of sulphides in the medium results in the inhibition 
of the metabolic bacterial processes because of their interaction 

with iron-containing proteins, e.g. cytochromes, causing the 
electron transport systems to be blocked. S2

- species poison 
many metallic electrodes because of their strong and 
irreversible adsorption. In a typical experiment, porous graphite 
electrode impregnated with cobalt hydroxide as catalyst was 
used as the anode. Cobalt hydroxide undergoes transition into a 
highly catalytically active cobalt oxide/cobalt sulphide mixture. 
A biological fuel cell has been constructed with the above 
biocatalytic anode along with a graphite cathode activated with 
iron(II) phthalocyanins and vanadium(V) compounds. The 
anode and cathode are separated to maintain anaerobic 
conditions at the anode compartment. The poor performance 
of fuel cells arising due to the adsorption of by-products on 
the electrode surface is improved by an electrode modification 
process. The microorganisms processing glucose in a tank 
of the fermentation fluid are continuously pumped through 
a separate anode space. This is separated from the cathode 
space by a semi-permeable membrane. These bio-fuel cells 
have a new type of anode where a platinum electrode or a 
platinized graphite electrode is coated with a layer of the 
electrically conducting polyaniline, which is both 
biocompatible and electro-catalytically active. It absorbs 
electrons from the metabolism of the bacteria and transfers 
them to the anode. In this way, it plays a decisive role in 
current flow. During operation, the bacterial metabolic 
products along with the by-products of the electro-catalytic 
oxidation process settle on an uncoated anode and rapidly 
deactivate it. The polymer slows down this process considerably. 
Additional regular voltage pulses chemically convert the 
deposit and release them from the anode surface. This fuel cell 
continuously provides up to 1.5 mA/cm2 of current17 

 

Mediator-coupled microbial fuel cells: Reductive species 
generated by metabolic processes inside microbial cells are 
isolated by a microbial membrane. Thus, the contact of the 
microbial cells with an electrode usually results in only a 
diminutive electron-transfer across the membrane of the 
microbes18, except in some special cases as described later. 
The electro-active groups responsible for the redox activity of 
enzymes present in the microbial cells are deeply buried 
inside their prosthetic groups, which leads to poor 
electrical communication between the cells and the 
electrode surface. The cells can, however, be wired to the 
electrode surface with the help of mediators. Low molecular 
weight redox species may assist the shuttling of electrons 
between the intracellular bacterial space and an electrode, 
and are referred to as mediators. The working principle of 
these mediators is shown schematically in Figure 2. 

The mediator molecules should meet the following re-
quirements19: 

(i) The oxidized mediator should easily penetrate through the 
bacterial membrane to reach the reductive species inside 
the bacteria. 

(ii) The redox potential of the mediator should match the 
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potential of the reductive metabolite. 

(iii) None of the oxidation states of the mediator should 
interfere with other metabolic processes. 

(iv) The reduced mediator should easily escape from the cell 
through the bacterial membrane. 

(v) Both the oxidized and reduced states of the mediator should 
be chemically stable in the electrolyte solution, should 
be easily soluble, and should not adsorb on the bacterial 
cells or electrode surface. 

(vi) The electrochemical kinetics of the oxidation process for 
the mediator-reduced state at the electrode should be fast. 

A variety of organic compounds have been studied in 
combination with bacteria to test the electron-transfer 
efficiency of the mediator between the microorganism and 
anode surface. 

 
 
 
 
 
 
 

  

 
 
 
 
 
 
 
 
 
 
Thionine and organic dyes20 have been frequently used as 
mediators in biological fuel cells. Redox potentials and structures 
of some of the electron relays (mediators) are summarized in 
Table 1. The overall efficiency of the electron-transfer mediators 
depends on many parameters, particularly on the 
electrochemical rate-constant of mediator re-oxidation, which 
depends on the electrode materials21. It is difficult to realize the 
perfect conditions for electron transport from a bacterial 
cell to an electrode. A mixture of two mediators can be useful in 
optimizing the efficiency. Two mediators, namely thionine and 
Fe(III) EDTA, are employed with the biocatalyst E. coli for 
the oxidation of glucose22. It was found that thionine is 
reduced over 100 times faster than Fe(III) EDTA. But the 
electrochemical oxidation of thionine is much slower than 
the oxidation of Fe(II) EDTA. Therefore, electrons obtained 
from the biocatalysed oxidation of glucose are transferred 
mainly to thionine. The reduced thionine is rapidly reoxidized 
by Fe(III) EDTA. The reduced Fe(II) EDTA transfers the 
electrons to the anode, and is kinetically fast. 

Another example of a mixture of mediators promoting 
electron-transfer across the anode is demonstrated with the help 
of methyl viologen and 2-hydroxy-1,4-napthoquinone in the 
case of bioelectrocatalysed oxidation of glucose in the 

presence of E. coli immobilized on graphite particles. Table 
2 summarizes the characteristics of biological fuel cells 
containing mediators.23

The electrodes should be designed so as to facilitate 
electrical contact between a biocatalytic system and an 
anode, and to improve the cell output. The mediators can be 
coupled to the microorganisms in three ways1 (Figure 3): (i) 
as diffusional mediator shuttling between the microbial 
suspension and the anode surface, (ii) a diffusional mediator 
shuttling between the anode and microbial cells covalently 
linked to the electrode. The microbial cells can be covalently 
linked to the electrode surface having –COOH groups through 
amino groups of the microbial membrane resulting in the 
formation of amide bond. Standard organic reagents like 
carbodiimide and acetyl chloride are used to link the microbial 
cells to the surface, and (iii) mediator adsorbed on the 
microbial cells providing electron transport from the cells to 
the anode. 

Mediator-less microbial fuel cells23: Fe(III)-reducing mi-
croorganisms are found to be electrochemically active as they 
have cytochromes in their outer membranes. It was first 
demonstrated with the Fe(III) reducers, Shewanella 
putrefaciens, that these can be used as a catalyst in a mediator-
less microbial fuel cell. Recent studies have demonstrated that 
Fe(III) reducing microorganisms of the family Geobacteraceae 
can directly transfer electrons on to electrodes. However, the 
range of electron donors that these organisms can use is limited 
to simple organic acids such as acetate. 
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Metal-reducing bacteria are the most used species in this 
type of fuel cells. Studies have been conducted to understand 
the mechanism of Fe(III) reduction by bacteria such as 
Shewanella putrefaciens and Geobacter metallireduce. 
Development of mediator-less microbial fuel cells using 
Shewanella putrefaciens IR-1 has been reported by Kim et 
al.48. In these fuel cells, the electrochemical activity of the 
microorganism has been confirmed by cyclic voltammetry when 
grown under anaerobic conditions, although no activity was 
found when they were grown under aerobic conditions. A 
gradual decrease in both coulombic yield and maximum 
current values was observed during the sequential batch 
operation of microbial fuel cells. Recently, there is a report on 
the bacteria, Rhodoferax ferrireducens that can be used in 
microbial fuel cells effectively without a mediator22. R. 
ferrireducens was isolated from anoxic sub-surface sediments 
of Oyster Bay, Virginia, USA as a dissimilatory Fe(III) 
reducing microorganism. R. ferrireducens grows on glucose in 

the presence of Fe(III). The stoichiometry of glucose utiliza-
tion and Fe(III) reduction can be explained as below. 
  
 

 
 
 

The performance was tested in a system that comprised a reactor 
containing an anaerobically growing suspension of E. coli 
K12 in a standard glucose medium (55 mM glucose) and 
the fuel cell consisting of an anode compartment through 
which the bacterial medium was pumped. The cathode was 
woven graphite and the catholyte was a 50 mM 
ferricyanide solution in a phosphate buffer, akin to the 
buffer in a bacterial medium. 

The recovery of electrons from glucose oxidation is 83% 
of the theoretical value available from glucose oxidation. 
Microbial growth is supported by energy derived from the 
electron-transfer process itself and results in a stable, long-
term power production. This type of microbial fuel cell 
exhibits many of the desirable features of secondary 
batteries, including the ability to be recharged to the nearly 
original charged state subsequent to the discharge, the ability 
to accept fast recharge, reasonable cycle-life and low 
capacity-loss under open-circuit conditions as well as on 
prolonged storage under idle conditions. Thus, mediator-less 
fuel cells have an advantage over those with mediators in 
terms of cost as well as non-desirability of toxic mediators. In 
mediator-less fuel cells, there is also ample room to increase 
the efficiency of electron-transfer. 

 
Comparision Between Chemical fuel cell and biological fuel 
cell. 

 

III. Applications of biological fuel cells [23]

In about 200 years from now, vehicles will not have petrol 
tanks because our petroleum reserves will be depleted. An 
alternative, which is less wasteful and cleaner, is to power 
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vehicles directly with carbohydrates using biological fuel 
cells. The energy liberated during the complete oxidation of a 
monosaccharide like glucose or a disaccharide such as sucrose 
to carbon dioxide and water is about 16 x 106 J/kg, which is 
about 5 kWh of electrical energy and is just less than half 
the energy that can be obtained from equivalent amounts of 
fuels such as octane. But the efficiency of burning 
carbohydrate in biological fuel cells is potentially greater 
than burning gasoline. For example, a medium-sized car that 
needs about 200 Wh/km, could travel 25–30 km on one 
kilogram of a concentrated solution of a carbohydrate. 
Accordingly, 50 l of a strong sugar solution would give the 
car a range of more than 1000 km. 
 

 

A biological fuel cell that is just 0.07 cm2 in area, has been 
designed to generate as much as 300 tV for 2 h, an amount 
sufficient to operate tiny devices, including microscopic drug-
delivery systems. Such a microbial fuel cell could power 
implantable medical devices as shown in Figure 9 and 
could help individuals who require regular doses of drugs, 
for example, AIDS patients. Apart from its small size, the 
system is unique because it utilizes glucose, a sugar present in 
the blood stream, as fuel. Such miniaturization has become 
possible due to the advent of BIOMEMS (Bio-micro 
electromechanical systems). Since biological fuel cells are 
known to supply low but stable power density, they are 
suitable for running devices constructed using MEMS 
technology. It has been shown by researchers at the University 

of California that a miniaturized microbial fuel cell could be 
integrated with MEMS based implantable medical devices. In 
comparison to lithium batteries as power sources for implantable 
devices, microbial fuel cells are smaller, less expensive and have 
a longer shelf-life. 

A mobile robot platform has been built that derives its 
propulsive power from the digestion of real food in a bioreactor. 
This robot called ‘Gastrobot’ used harmless yeast and 
adopted a gas propulsion system without an electrical 
generation. When a carbohydrate-rich aqueous solution is mixed 
with yeast in a reaction chamber, fermentation takes place with 
liberation of carbon dioxide and it leads to substantial pressure 
build-up when constrained. Energy available in this 
pressurized CO2 gas is used to propel the Gastrobot, which is 
achieved purely by mechanical means. 

 

 

‘Slugbot’ is a robot that utilizes the electrical power 
produced from biomass (Figure 10). Slugs are common 
pests found on agricultural land in the UK, where farmers spend 
about £20 million per annum on buying and spreading 
molluscicides. Slugbot ferments slug mass and converts it into 
electrical energy, which it uses to catch the slugs in the 
field. Stuart Wilkinson at the University of South Florida, 
who is currently interested in the development of hybrid 
biological fuel cells, has developed a meat-eating robot ‘Chew 
Chew’, which is powered by a microbial fuel cell and uses meat 
as a fuel. This has three wagons, each about a metre long. 
These robots could even kill human beings accidentally. 
One could construct molecular biological cells, which could 
deliver electrical energy to remove tumours and cancerous 
cells, and could act as drug-delivery systems. 
Another important application of microbial fuel cells is in 
the field of waste water engineering. Microorganisms can 
discharge the dual duty of degrading effluent and generating 
power. When microorganisms oxidize organic compounds 
present in waste water, electrons are released yielding a steady 
source of electrical current. If power generation in these 
systems can be increased, microbial fuel cells may provide a 
new method to offset operating costs of waste water 
treatment plant, making advanced waste water treatment 
more affordable in both developing and industrialized nations. 
Different designs of fuel cell reactors based on chemical 
engineering principles like fluidized bed reactors, packed 
bed reactors, etc. are under trial. Tests have been 
conducted using single chamber microbial fuel cell 
(SCMFC) containing eight graphite electrodes as anodes and 
a single air cathode. The system was operated under 
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continuous-flow conditions with waste water. The prototype 
SCMFC reactor generated an electric power of 26 mW/m2, 
while removing up to 80% of chemical oxygen demand of the 
waste water.23 

 

 

Conclusions 
 
The main challenge is in the electrical coupling of the 
biological component of the system with the electrodes of 
the fuel cells. By tapping the complete multi-enzyme 
metabolic pathways inside living cells, microbial fuel 
cells could last long and could utilize complex biofuels. A 
detailed characterization of the interfacial electron-transfer 
rates, biocatalytic rate constants and cell resistance is 
essential for the construction of microbial fuel cells. 
Although microbial fuel cells are in their infancy, the prospects 
of their applications look attractive. 
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Abstract - A cable shield is necessary to prevent emission of 

electromagnetic waves from the cable respectively to protect data 
and signal conductors from external electromagnetic interference 
(EMI). The effectiveness of a cable shield installation depends on 
the kind of EMI to be shielded and the type of termination at both 
ends. This paper depicts the different types of cable shielding. 
Moreover shielding effectiveness is analyzed. 

I. INTRODUCTION 

Electromagnetic shielding reduces, or rather prevents 
coupling of undesired radiated electromagnetic energy in 
electrical equipment. It is established over a large part of the 
electromagnetic spectrum from DC to microwave frequencies. 

In general, shielding is produced by insertion of a metallic 
barrier in the path of electromagnetic waves between the 
source of the radiation and the device which is supposed to be 
protected. The shielding may be applied at the source (if the 
source is known) or at the susceptible equipment. Fig.1. 
illustrates the two modes of shielding. 

Cable shielding is commonly used for data and signal cables. 
The design of cable shielding and grounding is important for 
the reduction of electromagnetic interference. Each application 
requires individual considerations given that parameters such 
as cable lengths, noise frequency, signal frequency and cable 
termination methodology impact the final result. Improperly 
cable shielding can actually increase noise coupling and thus 
make the problem worse. 

 
 
 
 
 
 
 
 
 
 

 
Figure 1.  Modes of shielding: Shielding the source of noise 

or shielding the susceptible equipment. 
 
 

II. TYPES OF SHIELDED CABLES 

Since data or signal cables carry broadband signals, up to 
high frequency ranges, they need to be shielded to minimize 

radiated coupling. In addition, the impedance has to be 
controlled. The selection of a certain type of cable as well as 
the arrangement of signals and grounds rather shields in the 
cable determine the characteristic impedance of the 
transmission path. 

In the following paragraphs the various versions of shielded 
cables are introduced. 

A. Coaxial cables 
A coaxial cable consists of an inner conductor, surrounded 

by an insulating layer which is then surrounded by another 
conductive layer, typically a fine woven braid for flexibility or 
a thin metallic foil, and than covered again with a thin 
insulating layer on the outside, shown in Fig. 2. The shield is 
grounded at multiple points at high frequencies and a single 
point at low frequencies. Coaxial cables are used in a 
frequency range of 20 kHz up to 50 GHz. 

 
 
 
 
 
 
 
 

 
 

Figure 2.  Coaxial cable cutaway 

B. Triaxial cables 
A triaxial cable is similar to coaxial cables but with another 

shield isolated from the signal return shield. The second shield 
is grounded, as shown in Fig. 3. Thus, triaxial cables provide a 
greater rejection of interference than coax. 

C. Twinaxial cables 
A twinaxial cable is a two-wire twisted balance line in a 

ground shielding braid, as shown in Fig. 4. The twisting 
provides cancellation of any induced noise voltage pickup 
caused by a leakage of the low-frequency magnetic field 
through the copper braid. Twinax are used up to 10 MHz. 

D. Quadraxial cables 
A quadraxial cable is a double-shielded twinax, as shown in 

Fig. 5. The outer shielding is grounded to the earth while the 
inner shielding is connected to the system ground. If there is no 
system ground available, both shields are earth grounded. 
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Figure 3.  Shielded triaxial cable 

 
 
 
 
 
 

 
Figure 4.  Shielded twinaxial cable 

 
 
 
 
 
 
 
 

Figure 5.  Shielded quadraxial cable 
 
 

III. CABLE SHIELD GROUNDING 

If a shielded cable is used to connect two systems, the shield 
has to be connected to a single ground reference. In order to 
prevent that electromagnetic energy penetrates through the 
shield, the outer surface of the shield has to be grounded, as 
shown in Fig. 6. 

It is possible to ground the shield at one end (asymmetric), at 
both ends (symmetric) or in intervals along the length of the 
cable. The effectiveness of these different methods depends on 
the electromagnetic coupling mode and the length ( )λ/l  of the 
cable used for the interconnection. 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 6.  Cable grounding 

 
There are two kinds of electromagnetic coupling in a cable: 
1. Electric field coupling, the incident wave is polarized 

parallel to the conductor length, and 

2. Magnetic field coupling, the incident wave is polarized 
normal to the loop formed by the cable and the ground 
plane. 

The EMI voltage pickup in a cable increases with frequency. 
At high frequencies resonance phenomena produce maximum 
induced voltages for a certain cable length l such that 

• both ends grounded + H-field excitation 
→ no resonance 

• both ends grounded + E-field excitation 
→ resonance for 2/λkl =  

• one end grounded + H-field excitation 
→ resonance for ( ) 412 /λ+= kl  

• one end grounded + E-field excitation 
→ resonance for ( ) 412 /λ+= kl  

At low frequencies for E-field excitation it is more efficient 
to ground both ends, whereas for H-field excitation one end 
grounding has to be favored, since this eliminates the formation 
of a current loop by the cable and the ground plane. 

At high frequencies both ends grounded configurations 
avoids resonances for E-field and H-field excitations. 

In practice one ground connection is often preferred, since 
this avoids ground loops. However, for short cables, at low 
frequencies, the voltages induced by EMI at both ends of a 
coaxial cable become nearly equal and one end grounding is 
needed for E-field as well as for H-field excitations. 

 
 

IV. TRANSFER IMPEDANCE OF CABLE SHIELD 

The finite conductivity of shielding material as well as its 
small thickness and small openings in the braid allow 
electromagnetic fields to penetrate through the shield and 
induce currents in the line. Therefore it is necessary to evaluate 
the ultimately shielding effectiveness. 

It is difficult to measure the field inside of a cable shield 
accurately. Moreover, the voltage measured at the end of the 
line depends on the type of termination. Therefore a definition 
of shielding effectiveness using the ratio of fields before and 
after the shield, or the ratio of voltage induced with and 
without a shield, is not adequate. An evaluation of the shielding 
effectiveness regarding the transfer impedance is more 
common. 

The transfer impedance of a cable shield relates the current 
SI  flowing on the shield surface to the longitudinal induced 

voltage iV  per unit length on the outer side of this surface (see 
Fig. 7). 

The sheath current SI  may result from an externally incident 
field or ground potential difference between the two ends of the 
cable. 

Hence 
 

 tSi ZIV ×=  (1) 
 
where tZ  is the transfer impedance of the shielded cable. 
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Figure 7.  Model of transfer impedance coupling in coaxial cable 
 

tZ  is expressed in ohms normalized to a one-meter shield 
length. The better the shielding the lower are the values of tZ . 

At frequencies below 100 kHz, tZ  is practically equal to the 
DC shield resistance DCR . Above several MHz a capacitive 
coupling between the shield and the inner conductor has to be 
considered. At frequencies above 10 MHz, tZ  is proportional 
to the leakage inductance. 

A single braided shield is a solid tube with rhombic or 
elliptical holes. The transfer impedance consists of three 
components. One of them is the diffusion impedance rZ  which 
expresses the relation between the shield current and the 
longitudinal electric field caused by the finite conductivity of 
the equivalent shield tube. The second component is the 
coupling inductance tL  term. It considers the magnetic field 
coupling through the openings in braided wire shields and the 
inductance between two interwoven parts of the braid. The 
third component is the so called skin inductance sL , which 
results from magnetic fields penetrating the shield. 

 
 ( ) strt LjLjZZ ωω +++= 1  (2) 

 
The transfer impedance of a single braided cable can be 

reduced by wrapping a metallic band (e.g. aluminum), or rather 
a conductive envelope (e.g. polycarbonate) over the braid. This 
way the coupling inductance tL  is reduced. 

For thin-walled tubular shields the transfer impedance can be 
expressed as follows: 

 ( )
( )[ ]δ

δ
σπ /sinh

/
tj

tj
ta

Zt +
+

=
1

1
2

1  (3) 

 
where a  is the inner radius of the shield, t  is its wall 

thickness, σ  is the conductivity of the shield and δ  is the skin 
depth of the shield. 

At low frequencies and 1<<δ/t  the transfer impedance is 
 

 DCt R
ta

Z ==
σπ2

1  (4) 

as mentioned above. 
The transfer impedance and in order to that the shielding 

effectiveness differs significantly for the different types of 
shielded cables. Most common in use are solid semi-rigid 
coaxial, braided triaxial, braided coaxial, shielded quadraxial 
and shielded twinaxial cables (with descending order of 
effectiveness). 

 
 

V. CONCLUSIONS 

This paper presented analytical and practical aspects of cable 
shielding to mitigate electromagnetic interference. It was 
shown that the best shielding for any application depends on 
the application itself. The best solution for one situation may 
be bad for another set of conditions. 
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Abstract:  - Considering  roundly  reliability  and  accuracy  of 
one  terminal  fault  location  system  for  transmission  lines,  an 
impedance-traveling wave assembled algorithm, which combines 
measurement impedance method with traveling wave method, is 
presented.  At  first,  it  uses  measurement  impedance  method to 
calculate roughly fault distance. Then regions of reflected waves 
from fault point and opposite bus to detective bus are confirmed 
respectively through the distance. At last, exact time of reflected 
wave from fault point to detective bus and that of reflected wave 
from opposite bus to detective bus are identified respectively in 
corresponding  regions,  and  fault  location  is  implemented 
according to the result detected. It has complementarities of both 
methods,  because  measurement  impedance  method  guarantees 
reliability and traveling wave method improves accuracy. Results 
of  simulation  are  that  located  errors  are  within  100m if  fault 
location  based  on  traveling  wave  algorithm  is  available.  It  is 
improved that assembled algorithm proposed is correct.

Keywords:- Accuracy; Assembled algorithm;  Fault  currents; 
Fault location; Fault resistance; Measurement impedance; One-
terminal; Reliability; Transmission lines; Traveling wave.

I. INTRODUCTION:
Transmission  lines  are  vital  in  electric  power  systems, 

because they shoulder missions of transmitting power energy. 
However,  they are also the parts which are bounded to have 
faults, and it is very difficult to find the faults. Thus, fast and 
accurate  fault  location  for  transmission  lines,  which  is  an 
imperative  problem  to  be  solved,  plays  an  increasingly 
important  role in  electric power systems. It  not  only saves a 
large  amount  of  manpower  and  material  resource,  but  also 
makes it easy to find some covert faults, such as the insulator 
puncture. Various fault location methods have been developed 
and  fault  location  techniques  have  been  a  subject  for  many 
researchers [1].

One-terminal  fault  location  system  just  installs  fault 
location  device  on  one  terminal  of  transmission  lines,  and 
doesn’t  have  to  use  communication  device,  so  it  is  more 
economical than two-terminal fault location system [2], [3]. In 
one-terminal  fault  location  system,  there  are  two categories, 
one is based on power frequency quantities,  and the other  is 
based on traveling wave. The former is economical and easy to 
implement,  especially,  measurement  impedance  algorithm  is 
the most robust algorithm of one-terminal fault location based 
on  power  frequency  quantities  [4],  [5],  but  has  no  high 
accuracy. The latter has high accuracy except of reliability [6]. 
However,  both  reliability  and  accuracy  are  vital  in  fault 
location technology. Thus, considering roundly reliability and 
accuracy of one-terminal fault location system, an impedance-
traveling  wave  assembled  algorithm,  which  combines 
measurement impedance method with traveling wave method, 

is presented. The assemble algorithm have complementarities, 
because measurement impedance method guarantees reliability 
and traveling wave method improves accuracy [7], [8].

II.IMPEDANCE  -  TRAVELING  WAVE  ASSEMBLED 
ALGORITHM:

The  algorithm  proposed  includes  two  parts,  one  is 
measurement  impedance  method,  and  the  other  is  traveling 
wave method.

A. Measurement impedance method:
An algorithm  named  measurement  impedance  method is 

proposed  in  document  [9].  It  eliminates  fault  resistance  for 
calculating  fault  distance  according  to  measurement 
impedance,  transmission  line  positive-sequence  impedance 
angle and detective currents.

Fig.1 Fault diagram of three-phase power system

According  to  fault  location  algorithm  based  on 
measurement  impedance  method,  fault  distance  can  be 
calculated by Equation (1).

(1)
Where  a  = Re[IMf /  IM ] ,  b  = Im[IMf /  IM ] ,  x  is fault distance 
from bus M to fault point F,  x1 is positive-sequence reactance 
per kilometer of transmission lines,  φL  is transmissions’ line 
positive-sequence  impedance  angle,  IMf  is  fault  component 
current,  UM and  IM  are  respectively  detective  voltage  and 
current with the definition of distance protective measurement 
impedance, that’s RM + jXM =UM / IM .

In  the algorithm named measurement impedance method, 
it’s assumed that the phase angle between fault current  If and 
fault component current  IMf is zero, so the fault error will be 
inevitably led.

Simplicity  and  reliability  are  the  main  characteristic  of 
algorithm  based  on  measurement  impedance.  It’s  basic 
principle is the same as the one of distance protection. With 
measurement  impedance,  distance  relay determines  the  fault 
section and trip fault line selectively. So the algorithm based 
on measurement impedance can be taken to boundary the fault 
section of transmission lines [8].
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B. Traveling wave method:
When a fault occurs in  transmission lines,  fault traveling 

wave  will  transmit  from  fault  point  to  detective  bus  and 
opposite  bus  along  the  transmission  lines.  Because  of 
discontinuous impedance, fault traveling wave to detective bus 
will be reflected at  detective bus and transmit  to fault  point, 
then will be reflected at fault point  and transmit  to detective 
bus for the second time. For the same reason, fault traveling 
wave to  opposite  bus  will  be reflected  at  opposite  bus  and 
transmit to fault point, and may be refracted at fault point and 
transmit to detective bus.

Fig.2 Diagram of fault traveling wave propagation

As shown in Fig.2, L is the length of the fault lines, x is the 
fault distance from detective bus M,  t0 is the time when fault 
occurs,  t1 is  the  time when  initial  traveling  wave arrives  at 
detective bus,  t2 is the time when traveling wave reflected at 
fault  point  arrives  at  detective  bus,  t3 is  the  time  when 
traveling wave reflected at opposite bus and refracted at fault 
point arrives at detective bus.

A  great  deal  of  computer  simulation  showed  that  the 
largest error of algorithm based on measurement impedance is 
within the limit of 10% under different  fault case [8]. So the 
actual  distance  to  fault  point  is  sure  in  the  region  of 
(x-10%L,  x +10%L).  tM ,  tN and  δt  are defined as the needed 
time  that  fault  traveling  wave transmits  from fault  point  to 
detective  bus  M,  the  needed  time  that  fault  traveling  wave 
transmits  from  fault  point  to  opposite  bus  N,  and  the 
corresponding time error of the distance error of 10%L .
They are expressed as in (2).

(2 )
Where v is defined as velocity of traveling wave which can be 
calculated according to lines’ parameters or be obtained from 
former velocity of traveling wave modified by (4).

Using   t1 as  time  reference,  t2   is  in  the  region  of 
(  t1+2tM  -2  δt ,  t1+2tM+2  δt ) and   t3  is  in  the  region  of 
( t1+2tN -2 δt , t1+2tN+2 δt ).

In  case  of  that  both  2  t  and  3  t  can  be  detected, 
simultaneous
equation will be expressed as in (3).

  (3)

Where v' , t0  and x' are unknown, denoting respectively as the 
true velocity of traveling wave, the time when fault occurs and 
fault distance.

The equation as in (4) can be obtained from equation as in 
(3).

(4)
In  case  of  that  t2 can  be  detected,  but  t3 cannot  be, 

simultaneous equation will be expressed as in (5).

(5)
The equation as in (6) can be obtained from equation as in 

(5).

 (6)
In  case  of  that  t3 can  be  detected,  but  t2 cannot  be, 

simultaneous equation will be expressed as in (7).

(7)

The equation as in (8) can be obtained from equation as in 
(7).

(8)
In  worst case of that  both  t2 and  t3 cannot be detected,  t0 

and x' will be expressed as in (9).

                             (9)

C. Analysis in theory:
Simplicity  and  reliability  are  the  main  characteristic  of 

algorithm  based  on  measurement  impedance.  Its  basic 
principle is the same as the one of distance protection. With 
measurement  impedance,  distance  relay determines  the  fault 
section and trip  fault  line selectively. So algorithm based on 
measurement  impedance  can  be taken  to boundary the  fault 
section of transmission lines.

In  the algorithm,  exact  time of reflected wave from fault 
point to detective bus and that of reflected wave from opposite 
bus to detective bus are identified respectively in the regions of 
( t1+2tM  -2δt , t1+2tM+2δt )  and  ( t1+2tN  -2δt , t1+2tN+2δt ). So 
it’s  unnecessary  to  detect   t2 and  t3 in  full  region  of 
[t1,t1+2L/v],  but  in  its  sub-regions  of  (t1+2tM  -2δt  ,  
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t1+2tM+2δt ) and               ( t1+2tN  -2 δt , t1+2tN+2 δt ). As a 
result,  total length of its sub-regions is  v L t  8 = 0.8 , only 
40% of the length of  full region. Moreover, the algorithm can 
also decrease the disturbance of traveling wave reflected from 
neighbor buses.

In case of that both t2  and  t3  can be detected, the precision 
of fault location can avoid the effect of traveling wave velocity, 
what’s  more,  the velocity of traveling  wave can  be modified 
online [11]. Because of the velocity of traveling wave modified 
endlessly, it will approach the true velocity. In case of that just 
t2 or t3 can be detected, the precision of fault location calculated 
by Equation  (6)  or  (8)  is  hardly  affected  by the  effect  of 
traveling wave velocity. In  worst case of that  both  t 2   and  t 3 

cannot  be  detected,  fault  location  based  on  traveling  wave 
algorithm isn’t available, but fault location algorithm based on 
measurement impedance method can guarantees reliability.

III. SIMULATION TEST:
In  order  to demonstrate  the correctness  of the  assembled 

algorithm  proposed,  a  model  with  length  of 300km,  voltage 
grade of 500kV and frequency of 50Hz is built for simulation. 
As shown in Fig.3,  single transmission lines between bus M 
and  bus  N  connect  Equivalent  system  M  and  Equivalent 
system N. Fault distance can be set by the means of changing 
the lengths  of line part1  and line part2.  Fault  type and fault 
resistance can be set through the module of Fault Setting. Ports 
for measurement are set at bus M. Waveforms of currents and 
voltages at bus M can be detected by the way of oscillograph 
module,  and  data  of  voltages  and  currents  will  be  put  out 
through the outputs of Out1 and Out2.

Transmission  lines’  distributed  parameters  are  given  as 
following:

r1 =0.0270 Ω/ km , x1 =0.2783 Ω/ km ,
c1 =0.0127 μF / km , r0 =0.1948 Ω/ km ,
x0 =0.6494 Ω/ km, c0 =0.0090 μF / km .

Parameters Equivalent system M and Equivalent system N
are given as following:

Z M1= ZN1 =2.534  + j 120.46 (Ω) ,
ZM0 = ZN0 =1.121+ j 40.23 ( Ω).

The velocity of traveling wave can be obtained from the
transmission lines’ distributed parameters [11]:

v=√(1/l1c1)= 2.98137× 105 km / s ⋅

Fig.3 Model for simulation

Single  phase-to-grounded  fault  with  distance  of  100km 
from bus M is taken as an example. Setting sample frequency 
at  2  kHz  and  sampling  ten  power  frequency  cycles,  fault 
distance  of  x=102.4km  is  calculated  via  Equation  (1)  with 
Fourier  transform,  and  results  of   tM=343.5μs,  tN=662.8  μs 
 and            δt =100.6  μs  are  also calculated.  Then  just 
keeping  the  current  output  of  Out1  and  setting  sample 
frequency at 2MHz and sampling half power frequency cycles, 
data are treated with using digital filter, modal transform and 
wavelet analysis [12],[13]. According to maximum likelihood 
estimation,  time  reference  of  t1=2817  μs  is  obtained,  and 
times  of  t2=3488  μs  and  t3= 4158  μs  are  identified 
respectively in  corresponding  regions of (3302.8,3705.2)  and 
(3941.4, 4343.8) as shown in Fig.4. The results of t0 = 2481.5 
μs,  v'= 2.98211⋅105 km/  s  and  x'=100.05  km  are  calculated 
finally.

Changing respectively fault resistance, fault distance, fault 
type and so on, a number of results of fault location are gained 
using assembled algorithm proposed. Results of simulation are 
that located errors are within 100m if fault location based on 
traveling wave algorithm is available.  So it  is improved that 
assembled algorithm proposed is correct.

Fig.4 Wavelet analysis

IV. CONCLUSION:
Considering  roundly  reliability  and  accuracy  of 

oneterminal  fault  location  system  for  transmission  lines,  an 
impedance-traveling  wave  assembled  algorithm,  which 
combines  measurement  impedance  method  with  traveling 
wave  method,  is  presented.  The  assemble  algorithm  have 
complementarities,  because  measurement  impedance  method 
guarantees reliability, especially when fault point is very near 
to  the  detective  bus,  and  traveling  wave  method  improves 
accuracy, especially when fault point is far from the detective 
bus. Results of simulation test have improved that  assembled 
algorithm proposed is correct. In the case of that exact time of 
reflected wave from fault  point  to detective bus and  that  of 
reflected wave from opposite bus to detective bus can both be 
detected,  traveling  wave velocity has  no  relation  with  fault 
accuracy, and can be corrected to its actual velocity online. In 
the worst situation, measurement impedance method can still 
guarantees reliability in despite of that traveling wave method 
is no available. So it is prospected that the assemble algorithm 
will  have  a  positive  effect  on  fault  location  technology for 
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transmission  lines  of electric  power  systems and  be applied 
practically.
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Market behaviour to promote renewable energy 
Nuno Domingues 

ISEL, Instituto Superior de Engenharia de Lisboa, Portugal 

Abstract- This paper presents results of a study concerning the 
generation strategic bids for a single hour. 

In this study I incorporated the price and quantity bids. 
I considered an elastic demand curve, approximated by an affine 

function, assuming that there is consumer’s reaction and that the 
market price and the demand are related. Also, I consider the 
competitors reaction using a parameter that represents the 
conjectural variation. 

I studied the market behaviour assuming that the market price is 
represented by a normal probability function. 

I studied and compared the market behaviour for two price 
markets types, the MCP (Market Clearing Pay) and PAB (Pay As 
Bid), in two situations: without incorporating the externalities and 
taking account with the emissions. 
 

Index Terms— Strategic Bidding, Generation Surplus, 
Conjectural Variation, Elastic Demand, Normal Price Distribution, 
Emissions. 

I. NOMENCLATURE 

- block i surplus:  ),,,,(=(.) **
gi

sell
iiiii Pλλaamm

- block i production cost:  ia
- price strategic bid:  *

ia
- quantity strategic bid:  *

giP

- block i selling price,  sell
iλ

- expected price assuming a rigid demand:  λ

- maximum expected price assuming a rigid demand:  maxλ
- minimum expected price assuming a rigid demand:  minλ
- expected price assuming an elastic demand:  θλ
- maximum expected price assuming an elastic demand:  θλmax

- minimum expected price assuming an elastic demand:  θλmin

II. INTRODUCTION 

t’s desirable that the electricity market work in a perfect 
competition. However, due to the limited number of 
generation companies (lack of competitors), due to the high 

investment (one of the biggest barriers to new players), due to 
the long period of time taking from the planning to the 
exploration of a plant, the grid capacity and the transmission 
losses, the markets tend to work as an Oligopoly. Thereby, some 
companies can have a significant market share and make 
strategic bids to improve their profit. 

The study of the market behaviour with the conjectural 
parameter, developed in 1924 by Bowley and in 1933 by Frisch, 
was used by several authors [3], [4], [5] but only to simulate 
oligopoly markets with linear bids and determining just one 
strategic bid. 
The experience shows us that the normal distribution is the one 
that best represents the market prices [6]. When we consider a 
normal price distribution, the block surplus function is more 
complicated than when we consider an uniform price 
distribution. [1]. 

III. METHODOLOGY 
I consider a market with several companies that bid by blocks, 
each block is identified by i. The block i surplus depends on 
both strategic bids: price and quantity. For each strategic bid it is 
assumed that all the companies want to maximize the surplus of 
each block separately. 
I assume that the demand is elastic, allowing the price to change 
with the demand. Also, it is assumed that the market price 
depends on the demand, as illustrated in Fig. 1: 

minP dP

λ

 
Fig. 1: Demand curve. 

Thereby, the market price can be ruled by the equation: 

  )( minPPse d −−=λ         (1) 

The value e is the maximum price when the demand is equal to 
the minimum quantity, , and isn’t equal to . minP maxλ
The demand is:  

      (2) )(),( -- gigigigigid PPPPPP +=

Where  is the aggregated opponents quantity strategic bid. giP-

The value ‘ ’ is the slope of the demand curve and is associated 
with the consumer’s reaction. 

s

According to equation (1) and (2): 

  )( min- PPPse gigi −+−=λ
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thereby, 

 )1( θλ
+−= s

dP
d

gi

   with   
gidP

dP
θ gi-=    (3) 

θ  is a parameter which represents the conjectural variation. 
This parameter introduces the competitors reaction to the block i 
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It’s assumed that θ  is constant for each case study. Thereby,  
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K  is the expected market price for the minimum value of . 

For different values of the parameter 
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θ  I have: 
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Fig. 2: Market price variation according to giP  and θ  

gidPd /λ  represents the influence of the quantity bid in the 

market price, according with θ . It’s assumed that it is valid for 
all prices. Thereby, 
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Fig. 3: Market Price reliable range according to θ
giP . 

The market price with the conjectural variation approach is 
, where λλλθ Δ+= ),( θλ giPf=Δ  is the market price 

difference to the market assuming a rigid demand. 
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The quantity strategic bid is [ ]. Otherwise, I 
consider that the quantity strategic bid is the respective active 
restriction. 

∈*
giP max,0 giP

The selling price, , depends on the quantities. In the MCP 
market, the active participant’s payment is equal to the marginal 
price. In the PAB market, the active participant’s payment is 
equal to their bid. 

sell
iλ

For 1−>θ , when the block reduces is quantity to  the 

market reacts rising the marginal price to . In the 
MCP market, the block i will sell less quantity at a higher price. 
In the PAB market, the probability of dispatch of the block i is 
higher for the blocks that . For both markets, there 

are a dispatch probability for the block i that . 
Thereby, the determination of the strategic generation quantity 
and price bids leads to interesting dynamic market behaviour. 
Also, since 

*
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ia minλ>
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1−≠θ , the demand will change and 
),( gid PfP θ= . 

I studied the market behaviour assuming that the market price is 
represented by a normal probability function. With the normal 
probability function I assumed that the market price has higher 
probability to be in the middle of the reliable range 
[ ], as shown by Fig. 4 maxmin , λλ
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Fig. 4: Truncated normal probability price function 

The normal function has an error when it’s limited by the range  
[ ] since it’s defined for all domain. However, I maxmin , λλ

PUBLIC
 R

ELE
ASE

PREPRIN
T



assume that , thereby the maximum error will 
be 0,006% [6]. 
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For the block i, the strategic bids are determined by the 
resolution of the following maximization problem: 
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I assume only the production limits restriction for the quantity 
strategic bid. 
To avoid negative surplus for the block i, I assume that the price 
strategic bid is always .  ii aa ≥*

If the surplus function is concave and the restrictions are not 
active, the strategic bids can be determined by: 
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I consider that the strategic price bid of the block i doesn’t 

influence the market price, thereby 0* =
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IV. CASE  STUDY 

 
1)  For the  MCP market 

In the MCP market, the selling price, , is the marginal price, 

. The price strategic bid that maximize the expected 

block i surplus is .  The quantity strategic bid that 

maximizes the expected block i surplus is . Based on the 
production cost, the strategic bids are 
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According to the option that leads to higher expected surplus for 
block i. 
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According to the strategic bids, the maximum expected surplus 
for block i is 
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2) For the PAB market 
 
In the MCP market, the selling price, , is the price strategic 

bid, . The quantity strategic bid that maximizes the 

expected block i surplus is . 
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According to the production cost, the strategic bids are 
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Or second option 
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According to the option that leads to higher expected surplus for 
block i. 
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According to the strategic bids, the maximum expected surplus 
for block i is 
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V. RESULTS 
The results are for the following cases: 
 

Case s θ  

1 0.0001 -0.9900 

2 1.0000  0.0000 

3 1.0000   0.5000 

4 1.0000  1.0000 

5 1.0000  1.5000 

6 1.0000  2.0000 
 

Fig. 5: Case Study. 

 

The emissions of a coal power plant are 1000kg/MWh [7], 
thereby the cost of introducing the emission externality is 20 
€/MWh. 

The results were obtained for the following values: 

- for , coal technology without taking account with the 
externalities; 

15=ia

- for , coal technology taking account with the 
externalities; 

35=ia

- ; . 22min =λ 38max =λ
 
The results are in the Appendix. 

 

VI. CONCLUSIONS 
I assume that the companies have price and quantity strategic 
bids to maximize their surplus. According to the tables in 
appendix, we can see that the influence of all technologies is 
bigger in the MCP market than in the PAB market, when I 
assume a normal price distribution. The demand satisfied is 
lower and the market price is higher in the MCP market than in 
the PAB market. 
Also, when the emission externality is introduced as a 
production cost, the surplus is lower. Therefore, the market can 
work as an incentive for sustainability. 
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I. APPENDIX  
 

 
MCP Market PAB Market 15=ia  

Bid Surplus Market Price Bid Surplus Market Price 

 Case Price Quantity Per unit Total Minimum Maximum Price Quantity Per unit Total Minimum Maximum 

1 15,00 10,00 15,00 149,99 22,00 38,00 28,13 10,00 10,84 108,38 22,00 38,00 
2 15,00 8,75 16,25 142,18 23,25 39,25 28,13 10,00 10,84 108,38 22,00 38,00 
3 15,00 

7,50 18,75 140,62 25,75 41,75 28,13 10,00 10,84 108,38 22,00 38,00 
4 15,00 6,88 21,25 146,08 28,25 44,25 28,13 10,00 10,84 108,38 22,00 38,00 
5 15,00 

6,50 23,75 154,37 30,75 46,75 28,13 10,00 10,84 108,38 22,00 38,00 
6 15,00 

6,25 26,25 164,05 33,25 49,25 28,13 10,00 10,84 108,38 22,00 38,00 
 15,00 

5,63 41,25 232,02 48,25 64,25 28,13 10,00 10,84 108,38 22,00 38,00 
Table. 1: Market behaviour without externalities 

 
 

MCP Market PAB Market 35=ia  
Bid Surplus Market Price Bid Surplus Market Price 

 Case Price Quantity Per unit Total Minimum Maximum Price Quantity Per unit Total Minimum Maximum 

1 35,00 10,00 0,004 0,04 22,00 38,00 35,25 10,00 0,002 0,02 22,00 38,00 
2 37,00 2,00 2,78 5,56 30,00 46,00 35,50 4,69 0,04 0,19 27,31 43,31 
3 37,00 2,67 6,00 16,00 33,00 49,00 35,50 5,00 0,11 0,55 29,50 45,50 
4 35,00 2,25 10,50 23,62 37,50 53,50 36,25 5,16 1,20 6,17 31,69 47,69 
5 35,00 2,40 14,00 33,60 41,00 57,00 37,50 5,25 2,46 12,94 33,88 49,88 
6 35,00 2,50 17,50 43,75 44,50 60,50 38,50 5,31 3,74 19,84 36,06 52,06 

Table. 2: Market behaviour with emission externalities 
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The future goes offshore… 
Robert Hoyer, Henry Römer, and Jonathan Saudhof 

 
Abstract—Within the renewable energies wind parks are 

playing an important role. Since onshore wind energy 
market is already high developed and concerns are more 
about repowering, offshore wind plants have gained 
enormous popularity. In consideration of the high 
potential German government set the target to 
accommodate 15 percent of the energy demand with the 
help of offshore wind plants in 2030. Despite the high 
potential there are still risks and problems hindering the 
installation of huge offshore plants. In fact there is still no 
such wind park completely installed in Germany.  
 

Index Terms—Economic potential, offshore, Renewable 
energy, wind energy   
 

I. INTRODUCTION 

Germany is one of the leading countries in using renewable 
energy. The German government and others try to reduce their 
CO² emissions rapidly. Besides expanding solar- and 
photovoltaic techniques the main energy source is wind 
power. 2005 4.3 % of the produced energy were generated by 
onshore windmills [3]. In the future the expansion and new 
installation of those wind farms is limited due to the present 
legal conditions for ecological safety. In this context new 
ways are going to be approached. Offshore Wind parks are 
actually the best choice to extend the use of wind power 
simultaneously with an increase of efficiency. 
The advantages of these offshore solutions in contrast to wind 
parks are the stable and higher level of wind speed. Currently 
the using of wind power is connected with occurring gaps 
between generated power and the actual system load due to 
the onshore wind speed fluctuation. 
Actually in Germany no offshore projects have been realized 
yet. 2008, the installation of the first test park “alpha ventus” 
has been started. Twelve wind turbines with 5-6 MW turbines 
are going to be built in 30m depth [1]. In the international 
comparison of realized offshore projects Germany shows that 

the installed number of turbines in Germany is irrelevant to 
the United Kingdom with 591 MW, Denmark 426,35, 
Netherlands with 246,8 MW and Sweden with 132,5 MW [2]. 
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The prognosis says that a possible capacity of 20000 up to 
30000 MW can be realized. In long terms offshore wind 
power will affect the market of renewable energy sources [4]. 

 
Fig. 1 Developement of renewable energy 
 
Chances: 
 
Wind speed and development: 
As mentioned before the less fluctuation and higher wind 
speed is a major advantage of offshore wind parks. This 
means a push of generating efficiency and the possibility that 
wind turbines can supply with base load current.  
Figure 2 shows the differences in wind speed per minute 
depending on the geographical location and gives an inside of 
benefits from those installations. 
 

 
Fig. 2 Offshore wind conditions in Europe 
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The future of windmills in Germany is in offshore farms. New 
installations of onshore turbines will be stopped due to the 
present legal conditions for ecological safety. This means a 
limited size for turbines because of their air noise emission 
and the casting of shadow. The target for Germany is to 
explore and lead the market after the United Kingdom within 
the next years. Figure shows the size of installed turbines 
planed till 2015.  
Parallel to reducing new installations repowering is going to 
be the key for increasing the efficiency of existing windmills. 
Learning effects in various technical sciences will determine 
the development of future turbines. Material science, 
Aerospace and experiences in the installation of offshore 
platforms will highly influence the future offshore wind parks. 
A project actually presented in the press called ‘FloDesign 
Wind Turbine’ is a new way for designing windmills to 
maximize the used wind power. 

 

 
Fig. 3 Operating offshore wind farms 

II. ECONOMY 

The initial costs of wind energy onshore have drastically 
decreased because of the gradual technical advancement of the 
arrangements. In Germany the costs of wind energy 
arrangements per kilowatt of achievement were lower 
according to the federal association Windenergie inc. in 2000 
almost around half than still in 1990.  
According to the European wind energy association EWEA 
the actual costs of modern wind strength arrangements in 
good wind locations are at the moment to 5.1€ cent / kWh. Up 
to 2013 3.2€ of cent / kWh are accessible according to this 
association in such locations [5]. 

a) Actual cost of power generation 

In 2001 the external research project of the European 
commission came to the result that the average stream actual 
costs amount to 4€ of cent / kWh in the European Union. 
The Institute of energy industry and rational energy use (IER) 
of the University of Stuttgart estimates the stream actual costs 

for gas and steam power stations established in 2005 at 3.6€ 
cent per kWh. For brown coal-fired power stations the IER 
comes on approximately 3.1 and for coal-fired power stations 
on approximately 2.8€ cent per kWh. According to the 
external investigation done by the IER in Germany, the 
external costs of the stream production of coal or brown coal 
amount from 3 to 6€ cent per kWh. Wind energy – onshore or 
offshore - has extremely low external production costs in 
comparison. 

Average stream actual costs 
in the EU

4 € of cent/kWh

In 2005 established gas and 
steam power stations

3,6 € of cent/kWh

Brown coal-fired power 
stations

3,1 € of cent/kWh

Coal-fired power stations 2,8 € of cent/kWh

Additional external costs for 
coal-fired power stations and 
brown coal-fired power 
stations in Germany

3 – 6 of cent/kWh

 

b) Present Offshore experiences 

For the first smaller Offshore-wind parks close to coast stream 
actual costs have been determined abroad in the area from 6 to 
8€ cent. Besides, the later projects show a sinking trend. The 
DEWI (German Wind Energy Institute) has published 
estimates, for which the planned wind parks in Germany, 
standing 40 kilometers far from the coast remotely will reach 
stream actual costs of from 7.4 to 8.1€ cent per kWh. At the 
moment installed power is 2 MW [5]. However, the 
applications planned from 4 to 5 MW arrangements what will 
lead probably to a lowering of the costs in the future. 

 
Fig. 4 Offshore wind markets in Europe 

III. RISKS 
Despite the fact offshore wind energy to be a solution with 

high potential within the renewable energies it is still facing a 
variety of problems to solve. On the one hand there several 
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concerns about how offshore wind parks may influence the 
maritime environment negatively. Among conservationists the 
threat of collision of birds with rotor blades are mentioned as 
well as their displacement from their native environment. In 
fact there is still no scientific evidence of a high rate of 
collisions. Indeed Danish researchers with the help of their 
Thermal Animal Detection System (TADS) could show that 
the number of incidents is quiet small. Nevertheless this 
problem is considered to be locally different. But not only 
birds seem to be threatened. Sea fish and marine mammals 
may suffer the artificially created magnetic and electric fields 
by the cables connecting the plants offshore with the electrical 
network. For this reason these animals such as whales might 
lose orientation. Additionally benthos are losing their habitats 
because of the building of the fundament at the ground of the 
sea [6]. Nevertheless research in this field is ongoing, e.g. 
considering the research station Fino I near the Island of 
Borkum, Germany and there is still no conclusion [8]. But 
there are not only environmental concerns to deal with. The 
installation of wind parks is still not only a technical challenge 
but a financial risk as well [7]. A wind park planed consisting 
of 150 to 180 plants by the German Enterprise RWE near the 
island of Juist will take an investment of ca. 2.8 Billion Euro. 
Aware of that fact high investments are needed only the huge 
energy provider will be able to build the first commercially 
used offshore wind parks. The installation of wind parks is 
much more complicated and referring to that expensive. 
Installing a 1 Megawatt plant offshore takes about 2.5 Million 
Euro, two times the price for a plant to build onshore [9]. 
According to a study by Price Waterhouse Coopers (PWC) 
financing offshore projects suffer two significant problems. 
First there has been a high increase of investing costs due to 
higher price for natural resources, especially steel and copper. 
Furthermore the increasing demand for onshore plants has 
raised the price for offshore plants too since these are 
technically based on onshore technologies although there have 
been built prototypes specially designed for offshore 
operation. Additionally the uncertainty of investment and 
maintenance cost at the beginning of a project is still an 
obstacle for potential investors considering that the 
experiences regarding wind parks far from the shore in thirty 
meter depth are low. The second issue concerns the so called 
interface problem. An offshore project joins a number of 
enterprises for building the wind park whereas onshore plants 
are built by one corporation normally. Next to the plant the 
building of the electrical and structural connection has to be 
done too. But these different works refer to different amount 
of risk. The organization of the project must guarantee a fair 
distribution of risk for any enterprise within it in order to 
make enterprises invest and reduce risk surcharge. A very 
important point determining the economic success of offshore 
projects refers to maintenance. Because plants are located at 
difficult accessible locations availableness is threatened in the 
case of technical breakdown. So, in fact there might be the 
problem of delayed repairs when weather conditions are bad 
[7]. Another risk pronounced by inhabitants of cost regions is 

the peril of collisions with oil tanker leading to environmental 
catastrophes. 

IV. CONCLUSION 
Although Germany is supposed to be the vanguard 

considering renewable energies, especially in wind energy it 
has lost this role in the field of offshore wind parks just by 
taking a look at the number of installed plants. First 
commercially used plants are already running near the costs of 
its European neighbors Great Britain and Denmark [10]. At 
least there is no doubt offshore wind energy will face a high 
growth during the next years in all countries verging on to the 
sea. Nevertheless with the construction of the Alpha Ventus 
wind park by the German RWE a large step for the future of 
offshore wind energy has been done.     
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Abstract - Electromagnetic fields can have not only disturbing 

but also damaging influence on equipment. There are many ways 
to generate such electromagnetic field. In this paper some of  
electromagnetic field generators will be introduced and how 
dangerous such field is for today electric and electronic equipment. 

I. INTRODUCTION 

The fact that an electromagnetic pulse is produced by 
a nuclear explosion was known since the earliest days of 
nuclear weapons testing, but the magnitude of the EMP and the 
significance of its effects were realized very slowly. 
In July, 1962, a 1.44 megaton united states nuclear test in space, 
400 km. Above the mid-pacific ocean, called the starfish prime 
test demonstrated to nuclear scientists that the magnitude and 
effects of a high altitude nuclear explosion were much larger 
than had been previously calculated. Starfish prime also made 
those effects known to the public by causing electrical damage 
in Hawaii, more than 800 miles away from the detonation point, 
knocking out about 300 streetlights, setting off numerous 
burglar alarms and damaging a telephone company microwave 
link. 

The EMP damage of the starfish prime test was 
quickly repaired because of the ruggedness (compared to today) 
of the electrical and electronic infrastructure of Hawaii in 1962. 
Realization of the potential impacts of EMP became more 
apparent to some scientists and engineers during the 1970s as 
more sensitive solid-state electronics began to come into 
widespread use. 

The larger scientific community became aware of the 
significance of the EMP problem after a series of three articles 
was published about nuclear electromagnetic pulse in 1981 by 
William broad in the weekly publication science. 
The relatively small magnitude of the starfish prime EMP in 
Hawaii (about 5,700 volts/meter) and the relatively small 
amount of damage done (for example, only 1 to 3 percent of 
streetlights extinguished) led some scientists to believe, in the 
early days of EMP research, that the problem might not be as 
significant as was later realized. Newer calculations showed 
that if the starfish prime warhead had been detonated over the 
northern continental united states, the magnitude of the EMP 
would have been much larger (22,000 to 30,000 volts/meter) 
because of the greater strength of the earth's magnetic field 
over the united states, as well as the different orientation of the  

Earth's magnetic field at high latitudes. These new 
calculations, combined with the accelerating reliance on EMP-
sensitive microelectronics, heightened awareness that the EMP 
threat could be a very significant problem. 

In 1962, the Soviet Union also performed a series of three 
EMP-producing nuclear tests in space over Kazakhstan called 
"the k project". Although these weapons were much smaller 
(300 kilotons) than the starfish prime test, since those tests 
were done over a populated large land mass (and also at a 
location where the earth's magnetic field was greater), the 
damage caused by the resulting EMP was reportedly much 
greater than in the starfish prime nuclear test. The geomagnetic 
storm-like E3 pulse even induced an electrical current surge in 
a long underground power line that caused a fire in the power 
plant in the city of Karagandy. After the collapse of the soviet 
union, the level of this damage was communicated informally 
to scientists in the united states. Formal documentation of some 
of the EMP damage in Kazakhstan exists but is still sparse in 
the open scientific literature. 

II. CHARACTERISTIC 

The case of a nuclear electromagnetic pulse differs from 
other kinds of electromagnetic pulse (EMP) in being a complex 
electromagnetic multi-pulse. The complex multi-pulse is 
usually described in terms of 3 components, and these 3 
components have been defined as such by the international 
standards commission called the International Electrotechnical 
Commission (IEC). 

The 3 components of nuclear EMP, as defined by the IEC, 
are called E1, E2 and E3. 

The E1 pulse is a very fast pulse that generates very high 
voltages. E1 is the component that can destroy computers and 
communications equipment and is too fast for ordinary 
lightning protectors.  

The E2 component of the pulse many similarities to the 
electromagnetic pulses produced by lightning. Because of the 
similarities to lightning-caused pulses and the widespread use 
of lightning protection technology, the E2 pulse is generally 
considered to be the easiest to protect against.  

The E3 component of the pulse is a very slow pulse, 
lasting tens to hundreds of seconds, that is caused by the 
nuclear detonation heaving the earth's magnetic field out of the 
way, followed by the restoration of the magnetic field to its 
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natural place. The E3 component has similarities to a 
geomagnetic storm caused by a very severe solar flare. 

III. EXPLOSION ON EARTH SURFACE  

During the case of a nuclear explosion on Earth surface 
(Fig.1) the symmetry conditions aren’t preserved. We can  treat 
earth as a perfect absorber for γ radiation and current conductor. 
Because of that un symmetry a current vertical component is 
forming which generates an electromagnetic field like vertical 
monopole. Electromagnetic energy is been radiated beyond 
deposition region. 

The conditions of electromagnetic impulse propagation are 
in accordance with theory of wave propagation near Earth. 
Some of electrons that propagates radial from place of 
explosion returns to this place through ionized magnetic paths 
in air and Earth. Therefore current circles are forming and 
produce strong azimuth magnetic field. The electric field made 
during the explosion is very high but it decreasing quite fast, at 
first inversely proportional to power third of distance. In bigger 
distances from influence area we engage to so called far zone 
and field decrease inversely proportional to distance from 
explosion place. The range of influence for electromagnetic 
field generated in such conditions is relatively small reaching 
several kilometers. Typical on Earth nuclear explosion 
electromagnetic impulse shape is shown on (Fig.2). 

Main parameters of electromagnetic impulse can be shown 
as below: 

- impulse increasing time < 5ms 
- impulse lasting time < 200ns 
- E < 40kV/m 
- H < 200A/m 

 

IV. EXPLOSION IN ATMOSPHERE  

During the case of a nuclear explosion in atmosphere (Fig.3)  
equivalent electric dipole is been formulating, what is caused 
by atmosphere inhomogeneity, which is a radiation producer. 
Some of this radiation is been reflected from Earth surface and 
interfere with direct radiation explosion electric field has lower 
intensity than the on Earth explosion field.   
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

         Figure 1. Nuclear explosion on Earth surface 

 
  Figure 2. Earth nuclear explosion electromagnetic impulse shape 

  
      Figure 3. The in atmosphere explosion  

 
Main parameters of electromagnetic impulse can be shown 

as below: 
- impulse increasing time < 50μs 
- impulse lasting time < 100μs 
- E < 10kV/m 
- H < 50A/m 

 

V. EXPLOSION IN GREAT ALTITUDE  

During the case of a nuclear explosion in great altitude (Fig.4), 
recoil electrons are produced only when photons γ reaches the 
thicker parts of atmosphere. These electrons are deflect by 
Earth magnetic field producing crosswise directed electric 
current, which is the source of electromagnetic radiation 
propagating radial from hot spot. Such rising electromagnetic 
impulse (HEMP – High Altitude EMP) has great range (Fig.5). 
 
 

 
Figure 4. Nuclear explosion in great altitude 
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Figure 5. Nuclear explosion in great altitude damage range 

 
Main parameters of electromagnetic impulse can be shown 

as below: 
- impulse increasing time < 10ms 
- impulse lasting time < 100ns 
- E < 100kV/m 
- H < 300A/m 
Parameters and maintenance of electromagnetic produced 

during nuclear explosion in great altitude are base for 
determine parameters and time run for conventional 
disturbance ( test signal ), recommended by many standards to 
perform tests for equipment sensitivity for electromagnetic 
field. 

VI. NON-NUCLEAR ELECTROMAGNETIC IMPULSE 

Non-nuclear electromagnetic pulse (NNEMP) (Fig.6-7) is 
an electromagnetic pulse generated without use of nuclear 
weapons. There are a number of devices that can achieve this 
objective, ranging from a large low-inductance capacitor bank 
discharged into a single-loop antenna or a microwave generator 
to an explosively pumped flux compression generator. To 
achieve the frequency characteristics of the pulse needed for 
optimal coupling into the target, wave-shaping circuits and/or 
microwave generators are added between the pulse source and 
the antenna. A vacuum tube particularly suitable for 
microwave conversion of high energy pulses is the vircator.   

 
Figure 6. A right front view of a Boeing E-4 advanced airborne command 
post (AABNCP) on the electromagnetic pulse (EMP) simulator for testing. 

 

 
Figure 7. USS Estocin (FFG-15) moored near the Electro Magnetic 

Pulse Radiation Environmental Simulator for Ships I (EMPRESS I) facility. 
(Antennae at top of image) 

 
NNEMP generators can be carried as a payload of bombs and 
cruise missiles, allowing construction of electromagnetic 
bombs with diminished mechanical, thermal and ionizing 
radiation effects and without the political consequences of 
deploying nuclear weapons.  
NNEMP generators also include large structures built to 
generate EMP for testing of electronics to determine how well 
it survives EMP. In addition, the use of ultra-wideband radars 
can generate EMP in areas immediately adjacent to the radar; 
this phenomenon is only partly understood.  
Information about the EMP simulators used by the United 
States during the later part of the Cold War is now in papers 
under the care of the SUMMA Foundation, which is now 
hosted at the University of New Mexico. 
The SUMMA Foundation web site includes documentation 
about the huge wooden Trestle simulator in New Mexico, 
which was the world's largest EMP simulator which used a 
specialized version of a Marx generator. 

VII.  EXAMPLE OF VIRCATOR GENERATOR 

(Fig.8) A vircator (VIRtual CAthode OscillatOR) is a 
microwave generator that is capable of generating brief pulses 
of tunable, narrow band microwaves at very high power levels. 
A typical vircator is built inside an evacuated resonant cavity 
or waveguide. An electrode at one end injects an intense 
electron beam, such as from a Marx generator or a flux 
compression generator. The electrons are attracted to a thin 
anode, such as an aluminized PET film, that is connected to the 
grounded waveguide body. 

 
 
 
 
 
 
 
 
 
 
Figure 6. A right front view of a Boeing E-4 advanced airborne  command post 

(AABNCP) on the electromagnetic pulse (EMP) simulator for testing.  
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The unit is surrounded by a magnet. Due to the intensity 
of the electron beam, many electrons pass through the anode 
into the region beyond it, forming a virtual cathode. The 
electron beam must be intense enough to exceed the space 
charge limiting current in that region, causing oscillations that 
generate microwaves. The frequency, efficiency and other 
characteristics of the emitted beam depend on the precise 
physical configuration and operating parameters. 
Vircators have been used as electromagnetic pulse generators 
and for generating X-rays. Power levels on the order of 1010 to 
1012 watts are possible. 
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Abstract--This paper presents an analysis of possibility of 
detection of a fault position with respect to the compensating bank 
in a series compensating transmission line. The algorithm 
designed for this purpose is based on determining the change of 
phase shift for the distance relay input currents. Fuzzy logic 
technique is applied for making the decision whether a fault is in 
front of the compensating bank or behind it. The algorithm has 
been tested and evaluated with use of the fault data obtained from 
versatile ATP-EMTP simulations of faults in the test network 
containing the 400 kV, 300 km transmission line, compensated 
with the aid of the compensating bank installed at mid-line. The 
sample results of the evaluation are reported and discussed. 

I. INTRODUCTION 

Increased transmittable power, improved power system 
stability, reduced transmission losses; enhanced voltage control 
and flexible power flow control are the reasons behind 
installing Series Capacitors (SCs) on long transmission lines 
[2]. The environmental concerns stand for that too. 

Both, capacitors of fixed value (FSC – Fixed Series Capacitors) and of controlled 

value (TCSC – Thyristor Controlled Series Capacitors) are installed in 

series compensated lines. This paper deals with distance protection issues for a line compensated with a 

three-phase bank of fixed series capacitors (SCs) installed at mid-line (Fig. 1). SCs are equipped with 

their overvoltage protection devices: typically Metal Oxide 
Varistors (MOVs). Each MOV is in turn protected from 
overheating with the aid of the thermal protection (TP), which 
eventually sparks the respective Air-Gap, in order to by-pass 
its MOV. 

{iA}
{vA}

~ ~
MOVs

AIR-GAPs

SCs

TP

SYSTEM A
CTsA

SYSTEM B

VTsA

A B
FA

FB

DISTANCE
RELAY  

 
Figure 1. Schematic diagram of series compensated line for protection study:  

FA – fault in front of SCs/MOVs, FB – fault behind SCs/MOVs. 
 

The compensating bank when installed in a line creates, 
however, certain problems for its protective relays and fault 
locators. If a series compensated line suffers a fault behind the 
SCs, as seen from the relaying point (fault FB in  

Fig. 1), a fault loop measured by a distance relay contains, 
depending on a type of fault, one (for single phase faults) or 
even two (for inter–phase faults) systems of SCs and MOVs. 
As a consequence, the operating conditions for protective 
relays become unfavourable and include such phenomena as 
voltage and/or current inversion, subharmonic oscillations, 
high frequency oscillations due to MOVs [2]. The most 
important peculiarity of a series compensated line as the object 
to be protected, lays, however, in the fact that the positive 
sequence impedance measured by a traditional distance relay is 
no longer an indicator of the distance to a fault. The SC and its 
MOV affect both, the steady state and transient conditions of 
the distance relay measurements. 

Protection of networks with series compensated lines is 
considered as one of the most difficult tasks. There is still 
much room for developing efficient protective relaying for 
such networks. The approach presented in this paper is one of 
the attempts for realizing that [1], [3], [11]. 

In this paper a new criterion of qualification of a fault place 
with respect to the compensating bank is introduced. It is based 
on measuring the change of a phase shift of input currents of a 
distance relay. 
II. FUZZY LOGIC BASED ALGORITHM FOR DETECTING FAULT 

POSITION WITH RESPECT TO COMPENSATING BANK 

The concept of fuzzy logic was conceived by Lotfi Zadeh as 
a way of processing data by allowing a partial set membership 
rather than a crisp set membership or non-membership. It 
offers several unique features that make it a particularly good 
choice for many problems [6], [9]. 

A classic logic is based on two values, the most often 
represented by 0 and 1, or truth and falsehood. A border 
between them is definite unambiguously and invariable. Fuzzy 
logic introduces values between the standard 0 and 1 and 
fuzzification of the borders between them, giving the 
possibility of appearing the values between these values. 

Schematic diagram of the proposed fuzzy logic algorithm is 
presented in Fig. 2. 
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Figure 2. Schematic diagram of fuzzy logic based detection of fault position. 

 
First, digital measurement of phase shift for phase currents is 

performed [8]: 
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where: 
n – index denoting the current sample of the processed phase 

current. 
From pre-fault voltages and currents, an active power is 

calculated [8]: 
 ( ) ( ) ( ) ( ) ( )[ ]nnnnnP SSCCpre 1111 iuiu5.0 ⋅+⋅=  (2) 
where: 

u1C(n), i1C(n), u1S(n), i1S(n) – voltages and currents after full-
cycle Furrier filtering (a pair of sine and cosine filters). 

The calculated pre-fault power is used for detecting a power 
flow direction. Appropriate setting is applied according to the 
detected direction. 

The calculated samples of the phase shift undergo 
fuzzification. For this purpose the set of five consecutive 
samples are taken for determining the membership function in 
the shape of the triangle. The points of this triangle are 
determined with the minimum, average and maximum values 
of the phase shift. 
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Figure. 3. Illustration of fuzzy comparison. 

 
The setting applied in the fuzzy comparison (Fig. 3) was 

determined arbitrary, for each fault type separately. In further 
investigations, the self-adjusting fuzzy settings will be applied 

Making the decision on the fault position is a result of the 
fuzzy comparison determined with the following relationship: 

 
F
F1W =  (3) 

where: 
F – area below the membership function )(ϕμ , 

F1 – area obtained from F by limiting it with the applied setting 
        (Fig. 3). 

If the ratio (3) exceeds the specified threshold, the decision 
is taken that a fault is in front of the compensating bank; 
otherwise a fault is classified as behind the bank. 

III. SIMULATIONS AND TESTING CONDUCTED WITH USE OF 
MATLAB AND ATP-EMTP 

The presented algorithm for detecting the position of the 
fault with respect to the compensating bank, in terms whether a 
fault occurred in front or behind the bank, has been tested and 
evaluated with the fault data obtained from  
versatile ATP-EMTP [4] simulations of faults in the test 
network (Table I).  

The test power network contains the 400 kV, 300 km 
transmission line, compensated with a three-phase bank of 
series capacitors installed at mid-line. The compensation rate 
of 70% was assumed. MOVs installed in parallel to series 
capacitors were modelled as nonlinear resistors defined with 
the analytical characteristic and its parameters as given in 
Table I. The thermal protection (TP in Fig. 1) preventing the 
MOV from overheating was modelled as the component 
integrating the accumulated energy. After exceeding the set 
threshold for energy, the sparking of the associated air-gap 
undergoes, and the MOV becomes shunted. It has been 
checked that for the air-gap sparking does not take place prior 
to detecting a fault position. Thus, the thermal protection does 
not influence the algorithm.  

The model includes the Capacitive Voltage Transformers 
(CVTs) and the Current Transformers (CTs). The analogue 
filters with 350 Hz cut-off frequency were also included. The 
sampling frequency of 1000 Hz was applied. 

Faults, occurring in front and behind the compensating bank, 
of different specifications have been modelled: 
• distance to fault – 17 values: 30, 40, 45, 50, 60, 90, 120, 

149, 151, 180, 210, 240, 250, 255, 260, 270, 290 [km], 
• fault resistance:  

for faults L–E and L–L–E – 5 values: 0.1, 5, 10, 25,  
50 [Ω], 
for faults L–L, L–L–L (L–L–L–E) – 5 values: 0.1, 0.5, 1,  
2, 5 [Ω], 

• point on the wave at which the fault is applied – 10 cases: 
by changing the angle from 0o (at zero crossing) up to 90o 
(at maximum), 

• angle of EMFs at the end A was set as φ=0° (the cosine 
wave with zero phase shift in the phase a), while for the 
end B – 4 cases: –20º, –15º, 15º, 20º. 
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TABLE I 
BASIC PARAMETERS OF THE TEST TRANSMISSION NETWORK 

1SAZ  (0.656+j7.5) Ω Equivalent system  
at terminal A 

(φ=0°) 0SAZ  (1.167+j11.25) Ω 

1SBZ  (1.31+j15) Ω Equivalent system  
at terminal B 

(φ= –15°) SB0Z  (2.33+j26.6) Ω 
'
1LZ  (0.028+j0.315) Ω/km 
'
0LZ  (0.275+j1.027) Ω/km 

'
1LC  13.0 nF/km 

Line AB 

'
0LC  8.5 nF/km 

Series capacitors 0.70 1LX  Series 
compensation Position of  

the compensating bank 0.5 p.u. 

P 1 kA 
VREF 150 kV 

MOV 
characteristic: 

q

REF

V
MOV V

VPi ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

 
q 23 

Line length 300 km 
System voltage  400 kV 

The presented algorithm for detecting the fault position (as 
in Fig. 2) has been reflected in MATLAB [5] environment. The 
sample obtained results are shown in Fig. 4–Fig. 5. 

The example 1, for which the relay input currents are 
presented in Fig. 6, is for the fault FA (occurring in front of the 
compensating bank) with the following specifications – fault 
distance: d=0.2 p.u., fault resistance: RF=5 Ω. 

The example 2, for which the relay input currents are 
presented in Fig. 7, is for the fault FB (occurring behind the 
compensating bank) with the following specifications – fault 
distance: d=0.8 p.u., fault resistance: RF=5 Ω. 

The presented sample results illustrate effectiveness of the 
proposed detection algorithm. The results of the overall 
evaluation are gathered in Table II. 

TABLE II 
EFFICIENCY OF DETECTION OF FAULTS FA, FB 

Fault 
type 

Number 
of fault 
cases 

Detection  
of faults FA 

[%] 

Detection  
of faults FB 

[%] 

Average time 
of detection 

[ms] 
Phase-

to- 
phase 

10200 100 100 16 

Double 
phase-

to- earth 
10200 100 100 17 

Three 
phase 10200 100 100 15 

FA – fault in front of SCs/MOVs 
FB – fault behind SCs/MOVs 

In Fig. 6 (Example 1) the phase currents under a–b fault 
occurring in front of the compensating bank are shown. DC 
components are present in the currents from the faulted phases.  

The phase shift is as the one presented by the curve FA in 
Fig. 4. 

In contrast, for the example 2 (fault occurring behind the 
compensating bank) the currents from the faulted phases are 
contaminated with the subharmonic oscillations (Fig. 7). The 
phase shift is as the one presented by the curve FB in Fig. 4.  

In Fig. 5 the decision signal for the example 1 is shown. The 
decision that this is a fault in front of the compensating bank 
(fault FA) is reached after 16 ms from the fault inception. 
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Figure 4. Typical shapes of phase shift: a) fault position in front of 
compensating bank (FA), b) fault position behind compensating bank (FB). 
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Figure 5. Example 1 – making a decision with utilizing the relationship (3). 

For each fault type (phase-to-phase, double phase-to-earth 
and three phase faults) 30 600 cases were applied in evaluation 
of the fault position detecting algorithm.  

All faults occurring in front of the compensating bank (fault 
FA) and occurring behind the compensating bank (fault FB) 
were successfully detected (100% efficiency). This concerns 
only inter-phase faults since in the case of single phase faults 
the recognition of fault position appeared as unreliable and thus 
these results are not shown here. 

Average time of the fault position detection is around 16 ms. 
In order to get higher speed of detection, the other filtering 
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digital algorithm, as for example applying the half-cycle dc 
rejection [8] can be applied. 
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Figure 6. Example 1 – currents for fault in front of SCs&MOVs (fault FA). 
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Figure 7. Example 2 – currents for fault behind SCs&MOVs (fault FB). 

IV. CONCLUSION 

This paper presents the algorithm aimed at recognising the 
fault position with respect to the compensating device. The 
decision with respect to the fault position, i.e. whether a fault 
occurred in front of the bank or behind it is highly required for 
design of the adaptive distance relay. Knowledge of the fault 
position allows making the distance relay adaptable to presence 
of the compensating bank in the fault loop. There is a need for 
reflecting the presence of SC&MOV (or SCs&MOVs in the 
case of inter-phase faults) in the fault loop, considered by the 
distance relay under faults occurring behind the compensating 
bank. For this purpose, the differential equation or fundamental 
frequency equivalenting approaches, known from the 
numerous references, can be applied. By reflecting the 
presence of SCs&MOVs in the fault loop (for faults occurring 
behind them) the quality of distance protection can be 
substantially improved. In particular, one can avoid shortening 
of the reach for the high-speed first zone.  

The presented algorithm for detecting the position of the 
fault with respect to the compensating device is based on 
exploring the change of the phase shift for the protective relay 
input currents. The decision with respect to the fault position is 
made using fuzzy logic reasoning.  

The delivered algorithm has been tested and evaluated with 
the fault data obtained from versatile ATP-EMTP simulations 
of faults in the test power network with the 400 kV, 300 km 
transmission line. Different specifications of faults and pre-
fault power flows (in total, above 30 thousand cases) have been 
considered in the evaluation study.  

Application of fuzzy logic appeared as the tool which 
allowed obtaining efficient detection of the fault place. Inter-
phase faults occurring behind and in front of SCs&MOVs have 
been detected perfectly correct (100%). 

It is expected that in future research on the issue of detecting 
the faulted section of the series compensated line, a multi-
criteria algorithm will be developed. It seems that only multi-
criteria approach can assure completely correct recognition of 
the fault position, for very wide range of specifications of 
faults and the transmission network parameters. This is so also 
since the position of single phase-to earth faults is not well 
recognised with the presented algorithm. 
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Abstract - this paper concerns lightning phenomenon  
and methods of aircraft protection against the lightning effects .  

I. INTRODUCTION 

It is estimated that on average, each airplane in the U.S. 
commercial fleet is struck lightly by lightning more than once 
each year. In fact, aircraft often trigger lightning when flying 
through a heavily charged region of a cloud. In these instances, 
the lightning flash originates at the airplane and extends away 
in opposite directions. Although record keeping is poor, 
smaller business and private airplanes are thought to be struck 
less frequently because of their small size and because they 
often can avoid weather that is conducive to lightning strikes. 
The last confirmed commercial plane crash in the U.S. directly 
attributed to lightning occurred in 1967, when lightning caused 
a catastrophic fuel tank explosion. Since then, much has been 
learned about how lightning can affect airplanes. As a result, 
protection techniques have improved. Today, airplanes receive 
a rigorous set of lightning certification tests to verify the safety 
of their designs. Although passengers and crew may see a flash 
and hear a loud noise if lightning strikes their plane, nothing 
serious should happen because of the careful lightning 
protection engineered into the aircraft and its sensitive 
components.[6] 
 

II. LIGHTNING PROTECTION REQUIREMENTS 

For modern transport aircraft, the ANAC (Civil Aviation 
National Agency), FAA (Federal Aviation Administration) and 
EASA (European Aviation Safety Agency) include the 
Requirements: 

• 25.581 for structural parts lightning protection, 
• 25.901 and 25.903 for engines, 
• 25.954 for fuel system lightning protection, 

Also SAE’s (Society of Automotive Engineers)  
Aerospace Recommended Practices 5412, 5413 and 5414 are 
extensively used as the basis for the current aircraft lightning 
environment definition and for compliance demonstration. 
SAE has emitted ARP 5412 regarding lightning environment 
and waveforms, and ARP 5413 that provides guidance for 
compliance with indirect effects of lightning regulations. In 
addition to the 25.1301 and 25.1309 current airworthiness 
requirements, the ANAC, FAA and EASA have emitted 
25.1316 requirement, which define operation condition for 
electrical-electronic system level A (critical system) and level 
B /C (essential system). 
The requirements of EMI (Electromagnetic Interference) and 
lightning direct and indirect effects are complied by 

incorporating, since the early design phases, special electrical 
bonding and EMI shielding protection devices and techniques: 

• Metal parts electrical bonding is extensively used; 
• Composite materials parts include embedded 

expanded copper foil and specially developed 
electrical bonding interfaces to metal structure; 

• Wiring harnesses are segregated by separately routing 
the different EMI categories of signal and power leads 
and shield termination make extensive use of 360 
degrees termination and bonding to connector 
backshells. 

The use of the composite material in fuel tanks and fuel system 
are in development, where special attention will be given to 
protection against lightning direct effects.[1,3] 
 

III. LIGHTNING  PHENOMENON 

Lightning is an atmospheric discharge of electricity, which 
typically occurs during thunderstorms, and sometimes during 
volcanic eruptions or dust storms. In the atmospheric electrical 
discharge, a leader of a bolt of lightning can travel at speeds of 
60,000 m/s (220,000 km/h), and can reach temperatures 
approaching 30000 °C. There are some 16 million lightning 
storms in the world every year. An average bolt of lightning 
carries an electric current of 40 kA, and transfers a charge of 
five coulombs and 500 MJ. Large bolts of lightning can carry 
up to 120 kA and 350 coulombs. The voltage depends on the 
length of the bolt, with the dielectric breakdown of air being 
three million volts per metre; this works out to approximately 
1GV for a 300 m lightning bolt. With an electric current of 100 
kA, this gives a power of 100 terawatts.[7] 
The lightning current consists of 4 components (Fig. 1): 

• Component A appears during initial stroke. The peak 
amplitude of this component is equal 200kA ±10% 
with time duration ≤500µs. 

• Component B is an intermediate current with average 
amplitude about 2kA. The maximum charge transfer 
for this component is 10 coulombs. 

• Component C is a continuing current with amplitude 
in the range 200-800A. Charge transfer is equal 200 
coulombs ±20%. 

• Component D appears during restrike. The peak 
amplitude of this component is equal 100kA ±10% 
with time duration ≤500µs. 

Those current components described above may be utilized for 
analyses or test purposes, or for combinations thereof to assess 
the potential lightning effects on the aircraft structure or 
system, and verify adequacy of protection designs. 
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Figure 1. Lightning current components [1]. 

 
The lightning effects to which aircraft are exposed are divided 
into direct effects and indirect effects. Direct effects are 
physical effects to the aircraft and/or equipment due to the 
direct attachment of the lightning channel and/or conduction of 
lightning current and its high power and short time transient. 
This includes dielectric puncture, blasting, bending, melting, 
burning and vaporization of surfaces and structures. It also 
includes directly injected voltages and currents in associated 
wiring, plumbing, and other conductive components. The 
thermal effects at the arc attachment and the high current 
flowing in adjacent structures can produce direct damage. For 
example, the heating and mechanical effects of the strike could 
result in the puncture of thin fuel tank skins or damage to 
control wires. Shock waves may shatter thin panels and the 
huge magnetic forces derived from the lightning currents may 
buckle metalwork and snap bonding braids. In addition, the 
radome, which is a non-conducting aerodynamic fairing over 
the weather radar, might be punctured and shattered by a 
lightning strike. A further effect resulting from a strike is the 
occurrence of sparks which might be generated on the inside of 
a fuel tank by the passage of the current. These sparks could 
ignite the fuel/air vapour present resulting in fires and 
explosions. Indirect effects are resulting predominantly from 
the interaction of the electromagnetic fields accompanying 
lightning with electrical apparatus in the aircraft. When the 
aircraft is struck by lightning, it becomes part of the lightning 
channel. Lightning could flow into an attachment point such as 
a wing tip and out from another such as a tail fin. A large 
current pulse is thus driven through the aircraft enveloping it in 
a large and changing magnetic field which can induce voltages 
in the long wire and cable runs which are routed throughout the 
aircraft. the field penetrates the aircraft by “electromagnetic 
windows” such as the cockpit windshield. Unless protective 
measures are taken, induced voltages and currents can easily be 
large enough to destroy electrical components or disrupt 
electronic and computer systems. It is the same changing fields 
which generate the clicks heard on the radio even hundreds of 
miles from the lightning source. [1][2] 
To analyze of the lightning effect is necessary to determine the 
aircraft surfaces, or zones, where lightning strike attachment to 
the aircraft is more or less probable. 

 
Figure 2. Example of lightning strike zone details for 

Transport Aircraft [3] 
 

The Federal Aviation Administration has defined the following 
zones in its Advisory Circular AC 20-53A and in a proposed 
draft AC 20-53B associated with specific external lightning 
waveforms. 
The specific zones definitions are as follows [3]: 

• Zone 1A: Initial attachment point with low possibility 
of lightning channel hang-on. 

• Zone 1B: Initial attachment point with high possibility 
of lightning channel hang-on. 

• Zone 2A: A swept-stroke zone with low possibility of 
lightning channel hang-on. 

• Zone 2B: A swept-stroke zone with high possibility of 
lightning channel hang-on. 

• Zone 3: Portions of the airframe that lie within or 
between the other zones, which may carry substantial 
amounts of electrical current by conduction between 
areas of direct or swept stroke attachment points. 

The advisory circulars do not prescribe the actual locations of 
these zones on a particular aircraft since they depend critically 
upon the geometry of the aircraft, materials and operational 
factors. However, they give generic examples for different 
classes of aircraft (large jets, small single and twin-engine 
propeller aircraft, helicopters). 
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IV. LIGHTNING PROTECTION 

It is true that some aircraft are less prone to lightning strikes. 
Size, shape, and speed are all aircraft-specific variables which 
determine an aircraft’s susceptibility to a lightning strike. 
However, it is also true that all aircraft damage varies with 
aircraft type. Careful aircraft design can minimize lightning 
damage. [4] 

Some pilots are better at avoiding lightning strikes then 
others, but all of them have to remember some basic rules 
about flying. Those rules can help to avoid the lightning strikes. 

• The most important thing is to stay clear of 
thunderstorms. Do not attempt to “pick your way 
through”. 

• The higher the aircraft altitude, the farther away from 
a thunderstorm you should fly. Lightning strikes have 
been known to occur in the clear air up to 80km 
downwind from the nearest thunderstorm. 

• At low levels, avoid flying close to high surface 
features (ridge tops, towers, etc.), or between such 
features and an overhead thunderstorm. 

• If you fly above the freezing level in or near 
thunderstorms, you can trigger an in-cloud or cloud-
to-cloud discharge. If you fly below the freezing level, 
you could be involved with a cloud-to-ground 
lightning strike. Overall, if you must penetrate or fly 
close to a thunderstorm system, you can expect more 
strikes penetrating a thunderstorm area well above the 
freezing level. 

• Lightning damage is usually worse for large total 
current transfers. At altitudes above the freezing level, 
you are more likely to experience longer-lasting 
lightning attachments made up of numerous small 
pulses and large total current transfer. Below the 
freezing level, you are more likely to experience 
shorter lightning attachments with a few strong 
current pulses; however the total current transfer is 
usually less then that above the freezing level. 

• Electrical activity generated by a thunderstorm may 
exist even after the thunderstorm cell has destroyed. 
Therefore, avoid penetrating the cirrus decks that 
were recently associated with thunderstorms.[4] 

The complying of above rules can be treated as a first level of 
aircraft lightning protection. If the pilots remember above rules 
the probability of lightning strike to the aircraft will be lower. 
Unfortunately, this probability will never be equal zero, 
therefore we have to apply some protection system or devices 
against direct and indirect effects of lightning strikes. The most 
popular protection system against lightning strikes is Lightning 
Diversion Strips LDS. Lightning Diversion System has 
developed a new and improved lightning protection device that 
diverts lightning strokes from aircraft nose radomes and other 
sensitive areas.  The protection system consists of a segmented 
diverter strip which provides maximum multiple-strike 
protection.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Application of LDS [8] 
 
Attached to an aircraft's radome, the system allows a lightning 
stoke to travel safely and directly to ground in an ionized 
channel created in the air above the diverter strip.  It combines 
permanent protection with a low drag aerodynamics and has 
insignificant effect on radar antenna radiation patterns.  The 
electrostatic shield created by the system provides a new 
source of streamers outside the radome wall to the fuselage.  
The small diameter of the disc segments makes the strip 
compatible with radar system operation.  If necessary, disc size 
can be reduced for optimum antenna patterns at higher 
frequencies.[8] 
To protect an electrical devices we can apply surge suppressors. 
For example the 115 VAC high energy surge suppressor 
combines in one unit the low clamping voltage and high surge 
current capabilities needed to protect solid state power and 
electronic systems from severe lightning-induced and other 
over-voltage surges. This suppressor meets the need for low 
clamping voltage and exceptionally high surge current 
capability packaged in a single, small size unit. The suppressor 
is packaged to withstand rugged airborne and ground-based 
environments and will clamp repetitive high energy transients. 
The 115 VAC high energy surge suppressor is especially 
suitable for clamping lightning-induced surges appearing on 
aircraft 115 volt AC power distribution busses feeding solid-
state avionics. The suppressor clamps the high energy surges to 
levels easily tolerated by most solid state power supply inputs 
without interruption of power or tripping of circuit breakers. Its 
surge current capability exceeds that of many spark-gap 
devices, and its response (“turn on”) time is virtually 
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instantaneous. The suppressor meets applicable requirements 
of most aircraft power quality specifications. [8] 
 
Applications of surge suppressors in aircrafts: 

• Primary power distribution busses. 
• Secondary power distribution circuits, at utilization 

equipment. 
• Externally mounted electrical apparatus (windshield 

and air data probe heater circuits, navigation lights, 
and electrical de-icing systems.) 

• AC power and control circuits within advanced 
composite airframes 

 

V. CONCLUSIONS 

According to [5], lightning aircraft incidents most often 
occur when the air temperature is in the range  
of -5 to 0ºC. Lightning incidents frequency depend on altitude 
and season, thus in winter more incidents happen at about 1km 
above sea level and in summer more incidents occur at about 
5km above sea level. Taking into account that pilots know this 
information and rules from chapter IV, flying by plane should 
be very safe. And it is. But sometimes thunderstorm can 
surprise even the best of pilot. Therefore all kinds of airships 
have to fulfill a lot of lightning protection requirements.  But 
we have to remember, that even the best lightning protection 
system does not replace the human being. Thus, in my opinion 
if the pilot sees a thunderstorm he should change flight 
direction to bypass this hazard. 
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Abstract 
 
This paper studies the effect of neutral 
resistance on the onset of chaotic 
ferroresonance and chaotic transient in a 
power transformer including nonlinear core 
losses. It is expected that this resistance cause 
ferroresonance ‘dropout'. Time-domain study 
has been carried out to study this effect. 
Simulation has been done on a three phase 
power transformer rated 50 MVA, 635.1 kV 
with one open phase. The magnetization 
characteristic of the transformer is modeled by 
a single-value two-terms polynomial. The core 
loss is modeled by third order power series in 
terms of voltage includes nonlinearities in core 
model.The simulation results reveal that 
connecting the neutral resistance to the 
transformer, exhibits a great mitigating effect 
on voltage ferroresonance. Phase plane along 
with bifurcation diagrams are also derived. 
Having Significant effect on the onset of 
chaos, the range of parameter values that may 
lead to chaos along with ferroresonance 
voltages has been obtained and presented. 
Key word: Chaos, Bifurcation diagram 
,Ferroresonance ,Power transformer ,Neutral 
Resistance 
  

1. Introduction 
Ferroresonance may be initiated by switching 
actions, or load shedding in power system. It 
can produce unpredictable over voltages and 
high currents. The prerequisite for 
ferroresonance is a circuit containing nonlinear 
iron core inductance and a capacitance. Such a 
circuit is characterized by simultaneous 
existence of several steady-state solutions for a 
given set of circuit parameters. The abrupt  

 
 
transition or jump from one state to another is 
triggered by a disturbance, switching action or 
a gradual change in system parameters.  
Typical cases of ferroresonance are reported 
in. [1], [4]. Theory of nonlinear dynamics has 
been found to provide deeper insight into the 
phenomenon [5].  
     
Fundamental theory of nonlinear dynamics 
and chaos can be found in [4], [7]. The 
susceptibility of a ferroresonance circuit to a  
quasiperiodic and frequency locked 
oscillations are presented in [8], [9], The effect 
of initial conditions which is investigated. [10] 
is a milestone contribution  
highlighted the effect of transformer modeling 
on the predicted ferroresonance oscillations. 
Using a linear model, [11] has shown the 
effect of core loss in damping ferroresonance 
oscillations. Reference [12] emphasizes 
treating core loss as a nonlinear function of 
voltage. An algorithm for calculating core 
losses based on no-load characteristics of 
transformer is given in [13].The mitigating 
effect of transformer connected in parallel to a 
MOV arrester is illustrated in [14].Effect of 
circuit breaker grading capacitance on 
ferroresonance in VT is investigated in [15]. In 
all previous studies, the effects of neutral 
resistance including nonlinear core losses are 
neglected. In these works, it has been shown 
that nonlinear core loss can decrease 
ferroresonance phenomena in power 
transformer . Later, the effect of neutral 
resistance on power transformer including 
linear core loss has been investigated [16]. 
Current paper studies the effect of neutral 
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resistance on the global behavior of a 
ferroresonance circuit with nonlinear core loss. 

1. System Modeling (Base System) 

System Modelling Without Neutral Resistance 
in Transformer is assumed to be connected to 
the power system while one of the three circuit 
breaker poles is open and only two phases of it 
are energized, which produces induced voltage 
in the open phase. This voltage, back feeds the 
line, and consequently ferroresonance will 
occur if the distribution line is enough 
capacitive. System involves the nonlinear 
magnetizing reactance of the transformer's 
open phase and resulted shunt and series 
capacitance of the distribution line.  

 
Fig 1. Equivalent circuit of system  
 
Fig.1. shows the equivalent circuit of system 
described above. The magnetization branch is 
modelled by a nonlinear inductance in parallel 
with a nonlinear resistance accordingly 
represent the nonlinear saturation 
characteristic  and nonlinear hysteresis 
and eddy current characteristics , 
respectively. The hysteresis and eddy current 
characteristics  of core can be obtained from 
no-load statues of transformer by applying the 
algorithm given in [13]. The iron core 
saturation cure characteristic is given by:  

  (1) 
Exponent q depends on the degree of 
saturation. It has been found that for adequate 
representation of the saturation characteristics 
of a power transformer the exponent q may 
acquire values 5, 7, and 11. Fig.2 shows iron 
core characteristic for q=5, 7, 11. 

 
Fig. 2. Nonlinear characteristics of transformer 
core with different values of q 
 
Beside,to study the case, the core loss model is 
formulated by a third order power series whith 
coefficients, fitted to match the hysteresis and 
eddy current nonlinear characteristics given in 
[1]: 

(2)      vh+ vh+ vh+h=i 3
m3

2
m2m10Rm  

Per unit value of is given in (3)  
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The differential equation for the circuit in fig. 
1 neglecting neutral resistance can be 
presented as follows: 
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Where E is the peak value of the voltage 
source, shown in fig.1. 
Typical values for system parameters without 
neutral resistance are as follows: 
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And initial conditions are: 
 

  0 0.0;        pλ 0 √2 

1.1. Simulation Results  

 
Table 1 shows different values of E, 
considered for analyzing the circuit in absence 
of neutral resistance.  
 
 
 
 
 
Table 1: Simulation results (Without Neutral 
Resistance) 

q/
E 

1 3   5             7      9 10 

5 P
2 

P2 P3 P6 Chaot
ic 

P9 

7 P
2 

P2 P3 chaotic Chaot
ic 

Chaot
ic 

11 P
2 

P3 chaoti
c 

chaotic P4 P4 

    *Pi: Period i 
 
Fig.3, 4, and 5 show the phase plane plot of 
system states without neutral resistance For 
E=3 p.u. Figs.6, 7 and 8 show the 
corresponding bifurcation diagrams of system 
states without neutral resistance and including 
nonlinear core losses  for q=5, 7, 11 which 
depicts chaotic behaviour. 
 
 

 
Fig. 3. Phase Plane diagram of system with 
q=5, without neutral resistance 
 

 
 
 
Fig 4. Phase Plane diagram of system with 
q=7, without neutral resistance 

 
Fig 5. Phase Plane diagram of system with 
q=11, without neutral resistance 
 

 
Fig 6. Bifurcation diagram with q=5, without 
neutral resistance 
 

Phase Plan Diagram for q=11 Without Neutral Resistance

Phase Plane Diagram for q=5 Without Neutral Resistance

Phase Plane Diagram for q=7 Without Neutral Resistance

Phase Plane Diagram for q=11Without Neutral Resistance
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Fig 7. Bifurcation diagram with q=7, without 
neutral resistance 
 

 
Fig 8. Bifurcation diagram with q=11, without 
neutral resistance 
 
 

2. System modeling with neutral resistance 

Including Neutral resistance,system of fig 1 , 
can be Modyfied as shown in fig 9. 

 
Fig. 9. Equivalent circuit of system with 
neutral resistance 
 
Typical values for various system parameters 
has been considered for simulation kept the 
same by case 1, while neutral resistance has 

been added to the system and its value is given 
below: 
 

 
The differential equation for the circuit in fig.9 
can be presented as follows: 

 
Where λ is the flux linkage and V, is the 
voltage of transformer 
Initial conditions: 

0 0         0 √2 
 

2.1. Simulation results 

Fig.10 shows the corresponding phase plane 
diagram and Fig .11 shows voltage wave form 
for system in fig.9 in case of q=11. 
Consequently figs.12, 13 and 14 shows 
bifurcation diagrams for corresponding system 
including neutral resistance. It can be seen that 
chaotic region mitigates by applying neutral 
resistance and there is no chaotic region. wich 
is means, tendency to chaoticbehaviour 
reducesdramaticallyif neutral resistance effect 
been included.  
Comparing to table 1 table 2 includes the 
results  considering circuit  with neutral 
resistance. Again , its clear that  
ferroresonance drop will be occurred. 
 
 
 
 
Table 2: Simulation results (with neutral 
resistance) 

q/E 1 2    3        4    5    6 

5 P1 P1 P1 P1 P2 P2 

7 P1 P1 P2 P3 P3 P3 

11 P1 P1 P3 P3 P3 P3 

    *Pi: Period i 
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Fig 10. Phase Plan diagram of system with 
q=11, including neutral resistance 
 

 
Fig 11. Time domain simulation with q=11, 
including neutral resistance 
 

 
Fig 12. Bifurcation diagram with q=5, with 
neutral resistance 

 
Fig 13. Bifurcation diagram with q=7, with 
neutral resistance 
 

 
Fig 14. Bifurcation diagram with q=11, with 
neutral resistance 
 

3. Conclusions 

The dynamic behaviour of a transformer can 
be characterized by  different presentation. 
Inclusion of nonlinearity in the core loss 
reveals that bifurcation diagrams will be 
smoother but more complicated when 
compared with linear models.  
Adding Neutral resistance , It has been shown 
that system has been greatly affected by it. The 
presence of the neutral resistance results 
clamping the Ferroresonance over voltages in 
studied system. The neutral resistance 
successfully, suppresses the chaotic behavior 
of proposed model. Consequently, the system 
shows less sensitivity to initial conditions in 
the presence of the neutral resistance. 
 

Phase Plan Diagram for q=11 With Neutral Resistance 
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Geothermal energy as renewable energy source 
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I. INTRODUCTION 

The earth is a dynamic planet and can be described as a 
gigantic thermal engine. The available heat is called 
geothermal energy.1 Geothermal energy is a renewable energy 
source just like wind, hydro or solar power. By using 
geothermal energy, greenhouse gas emissions can be reduced 
significantly. However, other than solar or wind power, 
geothermal energy is neither dependent on climatic influences, 
nor daytime or season and is available at almost any place and 
time. Although as a renewable energy source geothermal 
energy offers many advantages and is available at many 
potential sites, it has so only a comparatively low proportion of 
the total energy supply so far.  As experts assume, geothermal 
energy consists of approximately 30% residual heat caused by 
the earth´s formation process about 5 billion years ago, when 
gases, rocks and dust were condensed. In this process a huge 
amount of energy was released. Temperatures of about 6000 
°C are reached in the earth´s core.2

II. APPLICATION 

Geothermal energy is generally subdivided into depth and 
near-surface geothermal energy. The near-surface geothermal 
energy is mainly used to heat or cooling buildings. However, 
the depth-geothermal energy primary generates electricity and 
heat in (for) power plants, since this method is too complex to 
be used for cooling or heating individual buildings. Depth-
geothermal energy, based on its technical application, is further 
subdivided into hydrothermal geothermal energy, HDR 
systems and deep geothermal heat probes. Geothermal energy 
enables a supply of individual homes, mostly detached houses, 
independently from the main power supply network.3 In order 
to realize this, there are many different techniques available 
today, from which private households can to select the most 
effective according to their specific situation and region. 

The heat pump is the heart of each individual plant. This heat 
pump receives the heat transfer medium that was headed by the 
ground. Then, the heat pump absorbs the heat and feeds the 

storage tank from which the house´s entire heating and hot 
water system is supplied.  For security reasons, an additional 
boiler can be installed in the system. This is necessary because 
it might happen that the geothermal heat collectors are 
influenced by the seasons, so that during winters the energy 
from the ground is not sufficient in order to heat the building. 
The geothermal heat collectors are placed horizontally at 80 - 
160 cm under the surface to be subject to weather conditions.4 
The most widespread plant is the geothermal heat probe. When 
installing the geothermal heat probe, first a plastic tube bundle 
is inserted in a prepared hole. Then the ring area is sealed with 
a bentonite / cement / water mixture. The Plastic tube bundle 
contains a heat carrying liquid, usually water with an 
antifreeze. They are inserted 25 to 200 meters vertically into 
the floor and deliver a constant temperature level. Because a 
legal procedure is necessary for drilling holes into the soil 
deeper than 100m, most of these facilities do not exceed this 
limit. The heat transfer medium circulates inside the heat 
probes, continuously receiving heat from the ground and 
transporting it up to the heat pump. This method does not only 
provide heat (and energy) for individual houses but also 
supplies offices and commercial buildings, even apartment 
complexes or whole neighborhoods.5 Energy earthbound piles 
and static parts are needed for new buildings anyway. These 
parts can be equipped with heat exchanger tubes, so that 
combined with a heat pump buildings can be economically 
heated and cooled. 

III. INVESTMENTS 

Regarding the investments for a geothermal plant there are five 
points to consider. In the calculation the costs for official 
approvals, drilling (only for geothermal heat probes), the heat 
pump, a separate electric meter and several accessories need to 
be taken into account. The investments for these facilities are 
about € 15600-25150. Thus the costs for geothermal power 
plants are about € 3000-5000 higher than for gas- or oil- 
heaters. Since the investments for geothermal power plants are 
comparatively (quite) high, the government offers financial 
help to 
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Table 1:  Overview about acquisition costs (2007) 

(http://www.junkers.com/de/de/beratung/technik/wp/ewp/ 
kosten/Standardpage_7.html) 

support the installations of environmentally friendly 
equipment.6 Since 1.1.2008 the installation of heat pumps in 
the residential and commercial sector has been supported by 
the federal government. 

IV. POTENTIAL 

The geothermal energy offers a big potential as an alternative 
energy source for the future. To reach an exact appraisal of this 
form of power generation it is necessary to look at the energy-
political aims. These aims concern the economic efficiency, 
environmental compatibility and last but not least the security 
of the energy supply. Concerning the environmental 
compatibility, the emission of greenhouse gases of alternative 
energy sources should be as low as possible which helps to 
protect the climate and environment with a friendly energy 
supply. The security of energy supply should be improved by 
the high-priority use of locally available ressources. The 
steadily rising energy prices are in the focus of the economic 
efficiency and the alternative energy source should allow an 
increasingly economic use and offer independence from high 
energy expenses.7

In the following it is demonstrated to what extend the 
geothermal energy, as an alternative energy source, fulfill the 
energy-political objectives. A cost saving potential of 
approximately 80% was identified in comparison to fossil 
energy sources by the use of the geothermal energy. 
Furthermore the geothermal heating installation needs only 
small quantities in electric energy in comparison to gas heating 
installations or oil heating installations. It has to be mentioned 
here, that the effectiveness of this technology is a multiple 
higher than with fossil heating systems. A further advantage of 
these systems is that the whole installation could not only be 
used for heating in winter, but also for cooling in summer. 
Because of this advantage the user does not have to pay for an 
additional cooling system. Moreover the costs of maintenance 
are less expensive than for traditional heating systems. After 
some time it is only necessary to substitute filters of the heat 
pump and gaskets of the whole cycle system. Geothermal 
installations can be also installed in any building to any time 

and they have a life span of approximately 50 years. However, 
negative points are the high costs and requirements for the 
building insulation. The requirements for the building´s 
insulation are so high because geothermal systems heat a 
building substantially slower than customary systems and take 
a lot of time when the building has an insufficient insulation. 
Finally it is to ascertained that this form of power production is 
absolutely economic.8

When you take a look to the environmental compatibility, a 
representation of the environmental consequences of the 
geothermal energy must follow. First, there should not be 
released any CO2-emissions by the use of geothermal energy. 
The only component which needs electric energy is the heat 
pump. Because of this, the usage of this energy form is directly 
connected to the CO2-intensive generation of electricity. 
Moreover share-fluoridated hydro-fluorocarbons (HFC) are 
used in heat pumps. These media do not attack the ozonosphere; 
nevertheless, they forward the greenhouse effect. If these HFCs 
reach the atmosphere the influence to the greenhouse effect is 
approximately 1500-3000 stronger than CO2-emissions.9 
Another disadvantageous is that with very low outside 
temperatures an additional heating system like gas- or oil 
heating is needed because the energy from the earth is not 
sufficient. There are often problems with the geothermal 
energy collectors, because these lie close under the earth's 
surface and can only record a relatively little warming up. At 
last it is ascertained that the geothermal systems are absolutely 
environment-friendly as an alternative energy source, but there 
is still a big need for action concerning the used cooling 
medium.  

The security of the energy supply is for all systems guaranteed, 
when the geothermal energy is only used privately. Then there 
are no regional restrictions. Indeed, it is to be noticed, that at 
some places the geothermal energy cannot be used, even if the 
geologic conditions would be given. This is justified upon to 
the fact that geothermal energy probes and geothermal energy 
collectors needs a lot of space. A surface which is one and a 
half times larger as the surface to be heated is an approximate 
value. This is especially problematic for households which are 
based on a relatively small property. These households could 
install only smaller variations of this technology in the earth 
and use them merely for heating or cooling support which is 
economically questionable. So they have to abdicate of this 
alternative energy source. The application ranges of depth-
geothermal energy are more limited than near-surface 
geothermal energy. This energy system type can be used for 
electricity and heat generation in power plants. But the 

Activity Costs 
Official approval € 500 – 1,500 
Drilling € 60 - 90 per meter 
Heat pump (to 17 kW) € 9,000 – 13,000 
Accessories € 500 – 1,500 
Electric meter € 500 – 1,500 
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geothermal requirements must be given. This is only possible 
at places where the points of the tectonic disks are. Otherwise 
the bores are too deep in the earth and a cost-covering 
production is impossible. In summary geothermal energy is 
theoretically available everywhere, but in many areas there are 
restrictions for the use in private households.10

IV. SUMMARY 

About 0.4% of the worldwide power generation is geothermal 
energy. The annual growth rate was stable in the last decade 
and is still at about 5.0% (about 200-250 MW capacity increase 
p.a.). Illustration 1 shows the previous development and the 
future trend in comparison to other energy forms. The 
geothermal capacity installed worldwide will exceed 10 GW 
(year 2008) soon, for 2010 the forecast is about 11 GW. Within 
the next 30 years an increase to about 85 GW is regarded as 
possible. The most important markets for this energy form are 
the USA, Philippines, Mexico, Indonesia, Japan, New Zealand, 
Italy and Iceland. Iceland is advancing the development of the 
geothermal capacity and the research very actively at present.  

 
Illustration 1: Electricity generation (in TWh/a)-temporal development of the 

different energy sectors to 2005 and forecast to 2030 
(http://www.eeg.tuwien.ac.at/events/iewt/iewt2009  
/papers/3D_4_PONWEISER_K_P.pdf) 

 
The biomass still dominates globally the field of the warmth 
generation. By the increase in the world population the need 
for heated rooms and energy supply for the eating preparation 
also rises further strongly. For this 58% of renewable energies 
are used. The renewable energies which fundamentally 
contribute to the supply of useful heat are solar energy and 
geothermal energy. The capacity of the geothermal energy 
installed at present is only a third in comparison to the solar 
heat because of the higher degree of utilization the energy 
output is comparable. An increase for these energy forms 
around 10-fold at solar energy utilization and 6-fold at 
geothermal energy is forecast for the year 2030, how 

illustration 2 shows. World market leaders in the area of direct 
use will be China, Sweden, the USA, Turkey, Iceland and 
Japan. Leading and at the same time the largest growth market 
is the People's Republic of China at this energy form. But 
Iceland is worldwide at first place with 25% of the electricity 
and 85% of the required space heating made out of geothermal 
energy.11

 
Illustration 2: Quota of the relevant energy sectors of the worldwide provision 

to geothermal using warmth (in MTOE) for 2004 and forecast 
for 2030 to IEA 2007   
(http://www.eeg.tuwien.ac.at/events/iewt/iewt2009  
/papers/3D_4_PONWEISER_K_P.pdf) 

The geothermal energy offers an enormous rate of potential for 
the generation of electricity and heat. The two and a half-fold 
amount of energy which the mankind needs rises from the 
inside of the earth daily. The geothermal energy is available 
every day and season and is independent of weather influences 
or climate conditions. The huge potential of this alternative 
energy source was recognized meanwhile and utilization was 
started. Nowadays geothermal energy gets more and more 
frequently in the focus of political discussions about the future 
energy supply. This has been the case since the costs for fossil 
fuels increase rapidly. Due to the long-term safeguarding of the 
geothermal energy as an alternative energy source in 
combination with the flexible use possibilities in the areas of 
heating, cooling and electricity generation the number of plants 
which are planned and installed worldwide, increase steady. 
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Abstract-Nowadays  in  many  industry  branches  all  over  the 
world  more  than 90% of  all  installed  motors  are  of  induction 
motor type. During induction motor operation in electrical parts 
of stator and rotor circuits (windings) and in mechanical part of 
the  motor  and  cooperating  machine  together  with  coupling 
elements  there  occur  numerous  failures.  Every  failure  brings 
disturbances in technological process and in worst case leads to 
whole  plant  stoppage,  what  in  consequence  leads  to  rise  of 
production costs. In this connection early failure detection on the 
electrical drives monitoring basis has a great weight. In the paper 
the attention will be focused on one of the mechanical failures – 
eccentricity,  that  is  non-axial  rotor to stator orientation.  There 
will  be  presented  theoretical  considerations  and  examination 
results connected with this problem. On the basis of carried out 
theoretical and experimental considerations there will be made an 
assessment of stator current signal usability in induction motor 
operation diagnostics. 

I. INTRODUCTION

The history of failure diagnostics is old as the motor itself. 
Initially  the electrical  motors  producers  and users,  to  assure 
safe and reliable operation,  have turned to simple protection 
connected with overcurrents, overvoltages, earth faults, etc. 

Nowadays  in  many industry branches  all  over  the  world 
more than 90% of all installed motors are of induction motor 
type.  During induction motor operation in electrical  parts  of 
stator and rotor circuits (windings) and in mechanical part of 
the  motor  and  cooperating  machine  together  with  coupling 
elements there occur numerous failures.  Every failure brings 
disturbances in technological process, and in worst case leads 
to whole plant stoppage, what in consequence leads to rise of 
production costs. In this connection early failure detection on 
the electrical drives monitoring basis has a great weight.

Therefore to avoid production stoppages,  lower the repair 
costs  and  lower  the  operation  costs  there  should  be  assured 
ways of their detection and information about their occurrence. 

Ideal  motor  monitoring  system  should  recognize  all 
possible  failures  kinds  which  can  occur  in  tested  drive.  It 
should  be  noticed  that  simultaneous  occurrence  of  several 
failures  gives  similar,  and  even  the  same,  quality  effects. 
Occurrence  of  such case  complicates  the  estimation of  their 
quantity  influence  on  the  machine  condition.  Without 
independent  standard  creation  for  every  failure  we  cannot 

estimate the degree in which the particular disturbance affects 
the total condition of examined circuit.

II. INDUCTION MOTOR FAILURE REVIEW

To assure safe and reliable operation of electrical  motors 
initially the electrical motors producers and users have turned 
to simple protection connected with overcurrents, overvoltages, 
earth  faults,  etc.  However  electrical  motors  development, 
functions  performed  by  them  in  technological  process  have 
feed to diagnostics development. At present non-planned motor 
standstills can lead to large financial losses.

Main failures of electrical motors can be classified [2]:
1) Stator failures, which lead to break or short-circuit of 

one or several stator phases,
2) Improper stator winding connection,
3) Rotor rods break or short-circuit ring cracking,
4) Statical or/and dynamical irregularities of air gap,
5) Shaft  bend (connected  with dynamical  eccentricity), 

which  can  lead  to  friction  between  stator  and  rotor 
causing serious damage of stator core and windings,

6) Shorted rotor exciting windings,
7) Transmission and bearing failures.

This failures cause among other things changeable size of 
the air gap,  current  asymmetry,  pulsating increase of torque, 
lowering of mean torque, loss increase, efficiency lowering and 
heat excess.

To  detect  failures  there  have  been  elaborated  many 
diagnostics  method.  These  methods  take  advantage  of 
achievements form different science [2]:

1) Methods  based  on  stator  current  spectrum  analysis 
(MCSA – motor current signature analysis),

2) Methods based on measurements of engine noise and 
vibration, 

3) Methods based on flux analysis  (additional  coils  on 
stator shaft winding), 

4) Methods based  on artificial  intelligence  models  and 
neural networks, 

5) Methods based on temperature measurement, 
6) Methods based on chemical analysis, 
7) Radio frequency emissions monitoring, 
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8) Methods based on infrared radiation recognition. 

III. ECCENTRICITY AS FAILURE SOURCE

According to Nandi’s [2]  motor eccentricity is  a state  of 
unequal  air-gap  which  exists  between  the  stator  and  rotor. 
Eccentricity  detection  and  diagnosis  is  a  very  important 
element of induction motor condition monitoring. It is caused 
by very small air-gap toleration between stator and rotor. Small 
tolerance  limit  exceed  can  lead  to  serious  machine  failure 
(stator  friction  against  rotor  which  in  consequence  leads  to 
stator or rotor failure),  but also deepen the emergency state, 
caused  by  other  adverse  phenomena,  such  as:  asymmetrical 
feeding,  stator  or  rotor  circuit  damage,  work  with excessive 
load, etc.

Air-gap eccentricity can be a primary or secondary failure. 
We are speaking about primary failure when the motor has the 
asymmetry  from the  operation  beginning.  It  is  caused  most 
often by oval stator hole or when the rotor cross-section is not 
a  circle.  While  when as  consequence  of  sustained  non-axial 
operation the asymmetry of air-gap will exist, then we speak 
about secondary failure.

We distinguish three types of eccentricity:
 static eccentricity,
 dynamical eccentricity,
 mixed eccentricity (simultaneous occurrence of static 

and dynamical eccentricity).
In  new motors the allowable air-gap eccentricity is up to 

10% [2].  Although,  the  producers  try  to  assure  as  small  as 
possible  total  eccentricity  level  to  reduce  the  vibrations  and 
noise, and to lower the asymmetric radial force.

Most  often  in  motors  the  mixed  eccentricity  occurs.  
In this case the rotation axle can be found between C1 and C2 
as shown on figure 1.

 
Figure 1. Coaxial and eccentric location of rotor in stator hole

Eccentricity occurrence often does not  exclude the motor 
from further operation. In this case the eccentricity should be 

detected and controlled because of it’s deepen tendency, what 
in consequence can lead to motor permanent failure.

Eccentricity  monitoring  and  diagnostics  causes  a  lot  of 
trouble  because  it  must  be  realized  during  motor  normal 
operating  conditions,  non-invasive  not  to  change  the  motor 
forces. For this reason, except monitoring using X-rays which 
is  very  costly,  most  often  applied  method  is  the  spectral 
analysis of stator current.

IV. SLOT HARMONICS IN STATOR CURRENT SPECTRUM

Induction  motor  rotor  out-of–line  location  in  respect  to 
stator  brings  air-gap  asymmetry.  Because  of  characteristic 
changes  of  this  asymmetry  in  mutual  magnetic  couplings 
between motor windings influences on stator current spectrum 
form. That is the reason for which the method of stator current 
spectral analysis (MCSA) is the most often used in eccentricity 
detection [1].

In  case  of  induction  motors  characteristic  frequencies 
describing  every  kind  of  eccentricity  can  be  written  by 
equation:

                      
( ) 








±−±= w

b
drse n

p
snkNff 1                  (4.1)

where:

sf  –  net  frequency,  ,...3,2,1=k  ,  every  integer,  rN  – 

quantity of rotor slots,  0=dn  in case of static eccentricity, 

,...3,2,1=dn  

in case of dynamical eccentricity ( dn  – dynamical eccentricity 

grade),  s  –  slip,  bp  –  number  of  pole  pairs, 

,...7,5,3,1 ±±±±=wn  – grade of stator temporal harmonics.
On the ground of dependence (4.1) in stator current there 

can be determined the frequencies  connected with static and 
dynamical eccentricity and so called principal slot harmonics 
(PSH).  In  a  healthy  motor  those  harmonics  can  be  used  to 
estimate the angular speed. 

Characteristic frequencies connected with static eccentricity 
are described by the equation:

                       
( ) 








±−= 11 s

p
N

kff
b

r
ses

                          (4.2)

where ,....2,1,0 ±±=k
In case of simultaneous occurrence of static and dynamical 

eccentricity  harmonics  with  frequencies  positioned  near  net 
frequency occurs: 

PUBLIC
 R

ELE
ASE

PREPRIN
T



                                          rsed kfff ±=                          (4.3)

(4.3)

Frequencies  described with following dependencies  occur 
in all motors. Low frequencies components cause rising of high 
frequency components determined by equation (4.1). [1]

5. LABORATORY TESTS

The  tests  were  made  using  Brüael&Kjaer  PULSE  3560 
analyzer. For INDUKTA SSh 90L-4 engine with parameters: 
Nr=26,  pb=2,  
and  work  with  nominal  load  (s=0,0366)  we  get,  basing  on 
equation (4.1), the following harmonics distribution:

Table 1. Theoretical harmonics distribution in stator current spectrum for SSh 
90L–4 engine

fs=50Hz, pb=2, s=0,0366, nw=1, k=1, Nr=26
Component de, nd = –1 PSH, nd = 0 de, nd = 1
Frequency 652 676 700

de- dynamical eccentricity, PSH- principal slot harmonic

On figure 2 there are presented chosen examples of stator 
current spectra for SSh 90L–4 inductive motor.  

Figure 2. SSh 90L–4 motor stator current spectrum: a) theoretical harmonics 
distribution in spectrum, 

b) motor without load, c) motor with nominal load and out-of-line settlement 
with machine, d) motor harmonics distribution with nominal load and out-of-

line settlement with machine

In table 1 there have been presented calculated frequencies, 
according (4.1) equation, which may be expected in SSh 90L–
4 motor stator current spectrum. The measurements were made 
on the test  stand equipped with Brüael&Kjaer  analyzer.  The 
results were presented on 2b–d figures.  From comparison of 
theoretical (2a) and actual (2b, c, d) results we can conclude, 
that the frequencies characterizing the eccentricity are visible 
even for an engine with unknown eccentricity (non-damaged 
motor), what confirms the usability of current spectral analysis 
in eccentricity diagnostics. 

6. FINAL THOUGHTS

Basing on above mentioned considerations and mentioned 
examples we can formulate the following conclusions:

 Stator  current  spectral  analysis  –  a  great  method to 
monitor,  diagnose  and  valuate  of  basic  failures 
occurring in inductive motor;

 Detailed analysis  is  possible with assurance  of  high 
resolution of measuring apparatus and wide frequency 
band in measured signal; 

 Spectrum complexity and disturbance presence cause, 
that  diagnosis  accuracy  largely  depends  on  expert 
knowledge and experience;

 Diagnosis on the basis of current spectrum depends on 
harmonics  amplitude  valuation  with  characteristic 
frequencies for given failure; 
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Abstract-Nowadays the number of dispersed generators (DG) 
is growing rapidly. This change will greatly influence the power 
system dynamics. A distribution network, where DG are 
connected to the grid, cannot be considered as passive anymore. 
So in future it will not be possible to use simple equivalents of 
distribution networks for power system dynamic modeling as it 
was before. In dynamic studies the whole power system cannot be 
represented in a detailed manner because of huge system 
dimensions. Therefore special techniques have to be applied for 
aggregation and order-reduction of distribution networks with 
DG. Future of power generation which is cleaner and more 
efficient to meet the targets of the Kyoto protocol is a head of us. 
Distributed energy resources systems are small-scale power 
generation technologies used to provide an alternative to or an 
enhancement of the traditional electric power system. Therefore, 
distributed generation will play a vital part in the future of 
electricity generation. However the connection of distributed 
generation may pose several problems to local distribution 
networks, therefore, analysis and tackling these problem areas 
will be needed to address new challenges for a network design, 
operation and modeling of a power system is required of utmost 
importance. In this paper brief review of load and generation 
models have been given. 

I. INTRODUCTION 

As we strive to create a future of power generation which is 
cleaner and more efficient to meet the targets of the Kyoto 
protocol and reduce the dependency of our now limited 
resources of fossil fuel, distributed generation will play a vital 
part in the future of electricity generation. 

Currently, industrial countries generate most of their 
electricity in large centralized facilities, such as coal, nuclear, 
hydropower or gas powered plants. These plants have excellent 
economies of scale, but usually transmit electricity long 
distance. Most plants are built this way due to a number of 
economic, health and safety, logistical, environmental, 
geographical and geological factors.  

Distributed generation (DG) is another approach. It reduces 
the amount of energy lost in transmitting electricity because the 
electricity is generated very near where it is used, perhaps even 
in the same place. This also reduces the size and number of 
power lines that must be constructed. Therefore, distributed 
energy resources systems are small-scale power generation 
technologies used to provide an alternative to or an 
enhancement of the traditional electric power system. It is the 
expectation that electricity customers will wish to invest in 

their own local generation system which will make use of these 
DG technologies [1], [2]. 

However the connection of distributed generation plants may 
pose several problems to local distribution networks. Analysis 
and tackling these problem areas will be needed to address new 
challenges for network design and operation as well as looking 
for new methods of modeling of power system network is 
required of utmost importance. Therefore, power control 
performance of the DG unit determines its impact on the utility 
grid it connects to. 

The process for analysis have been automated, with the 
addition of adapted existing load and generation profiles being 
put in place to provide realistic load and power flows within 
the network. This analysis will be used to provide an insight to 
the anticipated behavior of distribution network allowing for 
the suitability of alternative novel network technologies to be 
assessed to wider development [2]. 
 

II. DESCRIPTION OF GENERATION MODELS 

In recent years, the problem of energy crunch has become more 
and more aggravating, resulting in increased exploitation and 
research for new power energy resources around the world. 
Natural resources in the world have depleted rapidly as 
mankind venture into the new millennium. The energy 
consumption is steadily increasing and the deregulation of 
electricity has caused that the amount of installed production 
capacity of classical high power stations cannot follow the 
demand [1]. A method to fill out the gap is to make incentives 
to invest in alternative energy sources such as photovoltaic 
systems, biomass and hydropower resources. 
 

III.  MODEL OF WIND TURBINE WITH PMSG 

As numerous WTG systems have been developed and 
connected to power systems worldwide, many different wind 
turbine models have been developed. Three of the most 
popular wind turbine generator topologies are outlined in Fig. 1 
namely, the fixed-speed design employing a squirrel-cage 
induction-machine and variable-speed designs using the 
doubly-fed induction generator (DFIG) and the multi-pole 
synchronous machine. 
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Each of the wind turbines in Fig. 1 comprises a prime mover
and an electrical generator/power system interface. The prime
mover consists of the wind-turbine blades, which may include 
a pitch controller, the wind turbine shaft, and possibly a 
gearbox. The electrical generators typically comprise squirrel
cage induction machines, wound rotor induction machines, o 
synchronous machines. 

Traditionally, a wind turbine with PMSG is connected to
AC grid through back-to-back full converters. Nowadays,
the evolution of power electronics, voltage source
based HVDC (VSC-HVDC) has been considered
solution to integrating wind farms to grids due to
features. The analysis in the paper is under 
VSC-HVDC.  

A. Generator Model 
The dynamic model of PMSG is derived from the

synchronous reference frame in which the q
of the d-axis with respect to the direction of
synchronization between the dq-rotating reference frame and 
the abc-three phase frame is maintained by a phase locked loop 
(PLL). 

The electrical model of PMSG in the synchronous
frame is given in (1),(2). 

Fig. 1.  Fixed-speed, DFIG, and multi-pole synchronous WTG 
topologies. 

 
did /dt = (-Ra /Ld)id + ωe(Lq/Ld) id + (1/Ld) ud 
 
diq/dt = (-Ra /Lq)iq - ωe[(L q / Ld)id + (1/Lq) λ0] + (1/L
 

comprises a prime mover 
and an electrical generator/power system interface. The prime 

turbine blades, which may include 
pitch controller, the wind turbine shaft, and possibly a 

The electrical generators typically comprise squirrel-
nd rotor induction machines, o 

ally, a wind turbine with PMSG is connected to the 
back full converters. Nowadays, with 

the evolution of power electronics, voltage source converter 
has been considered as a feasible 

d farms to grids due to its favorable 
 the background of 

The dynamic model of PMSG is derived from the two-phase 
q axis is 90° ahead 

axis with respect to the direction of rotation. The 
reference frame and 

by a phase locked loop 

The electrical model of PMSG in the synchronous reference 

 
pole synchronous WTG 

                  (1) 

] + (1/Lq )uq   (2) 

where subscripts ‘d’ and ‘q’ refer to the physical quantities that 
have been transformed into the 
reference frame; Ra is the armature resistance; 
electrical rotating speed which is related to the mechanical 
rotating speed of the generator as 
number of pole pairs; λ0 is the permanent magnetic flux.  The 
electric frequency is determined by 
obtained by PLL. The inductances, 
summation of the inductances of the generator on the 
axis and the inductance of the transformer L
and uq are, respectively, the d- 
Fig.7. The q-axis counter electric potential 
axis counter electric potential e
Ld = Lq = L and (3), (4) can be rewritten as

 
did /dt = (-Ra /L)id + ω
 
diq /dt = (-Ra /L)id – ω
 

For the complete representations of the wind turbine with 
PMSG the following models are required: Aerodynamic, Pitch 
Angle Control, Speed Control and Phase Locked Loop. In the 
[3] all of them have been described clearly. 

PMSM model could also 
technique. This proposed method
dominant quadratic nonlinearity of the model as well as higher 
order terms involving the input in the system.
motor can be linearized using the following transformations 
[5],[6] 

 
y = x + ϕ(x)  
 
u = (1+ β(x))v
 
x = Ax + Bu + f
 
x = [x1  x2  x3]
 

f2(x) = [k1  x2  x3; k2  x3

 
where k1, k2, k3 are as defined as:
 

k1 = (Lds – Lqs)/a
  
k2 = (-Ldsa31)/L
  
k3 = (LqsC1

2a31

 
where a31 and C1 is : 
 

a31 = (3P2LdmI
 
Lf’ is the field current equivalent to the permanent magnet. 
Lqs and Ldm are the direct, quadrature and magnetizing 
inductances respectively. Rs is the stator resistance. 

’ refer to the physical quantities that 
have been transformed into the dq-synchronous rotating 
reference frame; Ra is the armature resistance; ωe is the 
electrical rotating speed which is related to the mechanical 
rotating speed of the generator as ωe = npωg where np is the 

is the permanent magnetic flux.  The 
electric frequency is determined by fe = ωe/2π. The frequency is 
obtained by PLL. The inductances, Ld and Lq are the 
summation of the inductances of the generator on the d- and q-
axis and the inductance of the transformer L1, respectively. ud 

 and q-axis components of ug in 
axis counter electric potential eq= ωeλ0 and the d-

ed = 0. In the paper, we assume 
can be rewritten as 

+ ωeiq + (1/L) ud              (3) 

ωe[i d + (1/Lq) λ0]+ (1/L) ud      (4) 

sentations of the wind turbine with 
PMSG the following models are required: Aerodynamic, Pitch 
Angle Control, Speed Control and Phase Locked Loop. In the 

all of them have been described clearly.  
 be modeled by linearization 

technique. This proposed method [4],[5], removes the 
dominant quadratic nonlinearity of the model as well as higher 
order terms involving the input in the system. PM synchronous 

using the following transformations 

                         (5) 

(x))v + a(x)              (6) 

x = Ax + Bu + f2(x)              (7) 

] T, u=[u1  u2]
T              (8) 

3  x1; k3  x2  x1]              (9) 

are as defined as: 

qs)/a31,            (10) 

)/Lqs,              (11) 

31)/Lds                  (12) 

I f’/8J), C1 = 1/Lqs            (13) 

is the field current equivalent to the permanent magnet. Lds, 
are the direct, quadrature and magnetizing 

is the stator resistance. P is the 
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number of poles and J is the system moment of inertia.
B are in Brunovsky form as in: 
 

A = [0  1  0; 0  0  1; 0  0  0]
B = [0  0; 0  1; 1  0] 

 
Equation (7) can be linearised using the transformations
and (6) (with (6) modified for the case of two inputs) where
 
ϕ(x) = ϕ2(x) = [0; k1 x2 x3; k1 x

2
3], α(x) = [-k

 
β

(m-1)(x) = (-1)m-1[BT{δϕ2(x)/δx}B]m-

 
The system then reduces to y = Ay + Bv. Proof: See [
  

IV.  WIND FARM MODEL 

The mathematical model used for the wind farm behavior in
power systems is presented in this section. Typically, the
number of wind turbines in a wind farm is high
of wind farm is shown in Fig. 2. In fact, a large
feature hundreds of wind turbines. Therefore,
farm projects it is necessary to analyze in detail
generating facility, with each wind turbine
individually. 

Fig. 2.  Example of wind farm model.
 
In studies where the objective is to verify the influence of

wind farm on the electrical system, the model of every
individual turbine of the wind farm would need excessively
long processing times and a very robust computational
infrastructure. In such studies, the wind farm is represented by
an equivalent model from the viewpoint of the electrical
system [7]. 

is the system moment of inertia. A and 

0]            (14) 
           (15) 

) can be linearised using the transformations (5) 
) modified for the case of two inputs) where 

k3x2x1; -k2x3 x1]  (16) 

1, m ≥ 2            (17) 

Proof: See [5],[6]. 

  

The mathematical model used for the wind farm behavior in 
presented in this section. Typically, the 

number of wind turbines in a wind farm is high. The example 
. In fact, a large wind farm can 

. Therefore, only for wind 
farm projects it is necessary to analyze in detail the entire 

cility, with each wind turbine represented 

 
.  Example of wind farm model. 

In studies where the objective is to verify the influence of the 
wind farm on the electrical system, the model of every 
individual turbine of the wind farm would need excessively 

s and a very robust computational 
infrastructure. In such studies, the wind farm is represented by 
an equivalent model from the viewpoint of the electrical 

The simplest way to represent the wind farm is to model the
entire farm as an equivalent single wind turbine
assumes that the power fluctuations from each wind
all equal throughout the farm. This assumption,
not reflect reality, because the power
farm are relatively smaller than
Another way to model the wind farm is through
modeling of the farm and considering factors such
coherence and the correlation of wind turbulence as the
presented in. These models imply a heavy load of
mathematical modeling and sizable hardware to process them.
The model presented in this work takes into account the
aggregation effect of the wind farm using an equivalent for the
wind added to groups of wind turbines in the farm. The model
thus conformed renders a good approximation of the behavior
of the wind farm, from the electric system viewpoint. As an
advantage, the need for computational resources is reduced

Fig. 3.  Dynamic model of 

A. Proposed Linear Dynamic Model Applied to a Wi
 

In [8] induction generator dynamic model was presented as a 
Thevenin equivalent voltage source 
+ jX ’ as can be seen in Fig. 3.  The
model can be applied to a wind
asynchronous generators. In this case
current, for machine number “i,

 

∆IS,I =  (∆UI – ∆

where ∆Ui is the nodal voltage defined by nodal 
circuit. 
 

∆U = K∆E’ 
 
Applying equations which are derived in detail in [20], the 
result is a matrix expression such as

The simplest way to represent the wind farm is to model the 
t single wind turbine. This approach 

assumes that the power fluctuations from each wind turbine are 
all equal throughout the farm. This assumption, however, does 
not reflect reality, because the power fluctuations of a wind 
farm are relatively smaller than those of a wind turbine. 
Another way to model the wind farm is through a detailed 
modeling of the farm and considering factors such as the 
coherence and the correlation of wind turbulence as the 

. These models imply a heavy load of 
l modeling and sizable hardware to process them. 

The model presented in this work takes into account the 
aggregation effect of the wind farm using an equivalent for the 
wind added to groups of wind turbines in the farm. The model 

ood approximation of the behavior 
of the wind farm, from the electric system viewpoint. As an 
advantage, the need for computational resources is reduced [7] 

 
.  Dynamic model of an asynchronous generator. 

Proposed Linear Dynamic Model Applied to a Wind Park 

] induction generator dynamic model was presented as a 
Thevenin equivalent voltage source E’ behind the impedance Rs 

.  The proposed linear dynamic 
model can be applied to a wind park consisting of several 
asynchronous generators. In this case the variation of stator 

i,” is expressed as: 

∆E’
I) /(RS,I+JX’

I)              (18) 

is the nodal voltage defined by nodal analysis of the 

            (19) 

Applying equations which are derived in detail in [20], the 
result is a matrix expression such as 

(20) 
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where xi 3 x 1 vector, Ai,i 3 x 3 matrix with parameters of 
machine i, Ai,k 3 x 3 matrix that represents the relationship 
between variables of machine i and k, bi 3 x 1 vector.

In [8], more general expressions for this induction generator 
model are presented. Therefore steady-state situation
for sinusoidal fluctuations of ∆P’m can be obtained by 
superposition. Therefore, for ∆E’r, ∆E’m and 
general expression can be written 

���� � � ��,
 SIN���,
�� � ��,
COS ���,
�
�


��
 

V. CONCLUSIONS 

In this paper brief review of load and gen
have been given. The whole next part of this paper was 
dedicated to wind energy. The paper presents
variable speed wind turbine with PMSG that is 
connect an AC grid through VSC-HVDC. The complete model 
consists of a PMSG model, a pitch-angled controlled wind 
turbine model and a drive train model. The generator rotational 
speed control scheme features the concept of vector control in 
the dq-synchronous rotating reference frame. 
MATLAB/Simulink was implemented to build the dynamic 
model of the wind turbine with PMSG [3]. PMSM model could 
also be modeled by linearization technique. This proposed 
method [4],[5], removes the dominant quadr
the model as well as higher order terms involving the input in 
the system. Next, a linear dynamic model for an asynchronous 
wind turbine and for the wind farm with mechanical sinusoidal 
fluctuation was developed. This proposed linear m
presents good accuracy compared to the dynamic model. The 
proposed model has the following advantages:
complexity; 2) it permits modal analysis, direct solution of 
differential equations, and easy implementation in several 
conventional tools for power system analysis (load flow 
analysis and power system stability) [8].  

Future of power generation which is cleaner and more 
efficient to meet the targets of the Kyoto protocol
us. Therefore, it is needed to address new challenge
network design, operation and modeling of a power system is 
required of utmost importance.  
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Abstract—This paper covers overview of the load models for 

distribution systems. The basic concepts for static, dynamic 
and combined models are introduced. The following discussion 
shows importance of accurate system parameters modeling for 
analysing power system stability. The accurate load 
representation is not easy issue regarding to its changeable 
nature and variety. Basic load classification is described.  
 

I.  INTRODUCTION 
ower system stability and reliability have been very 
important issues over the years. It is hard to predict the 
system behaviour in case of outage, voltage or frequency 

variation or other factors that can affect system stability 
without proper information, or system behaviour data. The 
powers system are mostly nonlinear and operates in 
constantly changing conditions, so it is hard to obtain 
precise information and data about i.e. generators or loads 
during disturbance[2]. This required to either assume or 
measure certain quantities like real and reactive power, to 
predict system response to abnormal conditions.  Very 
important factor is to not interrupt power flow to the 
residential, industrial or any other end users. That is why 
certain measurements need to be made with specialized, 
expensive equipment to allow get the data under operating 
system. This type of data collecting involves a continuous 
monitoring process and requires data to be processed after 
the measurements are done.[3].  A lot of studies have been 
carried out so far to provide as accurate model of load as 
possible, and still new techniques are being developed 
through big electric concerns.  There is a lot of computer 
software existing that allows for load modeling  and system 
behaviour simulation, however, as mentioned above, the 
more accurate data typed in to the program, the more 
accurate model and the simulation results.”It has become 
clear that assumptions regarding the load model can impact 
predicted system performance as significantly as the models 
chosen for excitation systems and synchronous machines, 
which have received greater industry attention”[5] 
“Analysis of power system dynamic performance requires 
the use of computational models representing the nonlinear 
differential–algebraic equations of the various system 
components. While scale models or analog models are 
sometimes used for this purpose, most power system 
dynamic analysis is performed”[2]. 
 

II.  LOAD TYPES AND CLASSIFICATION 
Before load modeling process will get started, it is 

required to understand its applications that are divided into 
two categories: static, called “snap-shot” – with respect to 
time as well as dynamic – time varying. Since the “static 
model based  
 
 
on the steady state method of the network representation in 
the power flow networks”[1], these models express loads as 
a voltage magnitude function. The dynamic model, in turn, 

represents variation of the load with the frequency. The 
fundamental starting point for the load modeling is at the 
distribution level, thus, the applications outside of power 
system can be as follows:[1] 
 
Static applications – this model considers only voltage – 
depended characteristic[1]:  
 

• Power Flow (PF) 
o Harmonic Power Flow (HPF) 
o Transmission System (TPF) 
o Transmission Power Flow 

• Voltage Stability 
 

Dynamic applications –considers both voltage-dependent 
and frequency dependent characteristics[1]: 
 

• Transient Stability (TS) 
• Dynamic Stability (DS) 
• Operator training simulators (OTS) 

 
As one already mentioned, the loads are quite difficult to be 
modeled in terms of their variety and change in load 
depending on the time of the day or season. It is necessary to 
classified  them according to particular area, composition of 
each one as well as regarding to load characteristic. The 
loads can be  also  combined in groups and exhibited as: 
industrial, residential, commercial and agricultural[3]. The 
industrial loads includes mainly induction motors, up to 
95%, the residential loads includes most of domestic 
appliances, i.e. refrigerators, washing machines etc. as well 
as heating and air conditioning units. The commercial load 
is refers to air condition units and discharge lighting in 
particular, whereas agricultural loads corresponds to 
induction motors, i.e. as a prime movers for pumps.[3] 
Having presented load classification and general load 
requirements, it is possible now, to carry out the theoretical 
analysis to express the system load as a mathematical 
models. In order to do this, one needs to use some 
mathematical expressions to describe the load as accurate as 
possible, what is described in the next section of this paper. 

III.  L OAD MODELING CONCEPTS 
Generally, one can distinguish tow basic load modeling 

concepts: component based and measurement based models.  
Component – based model is built on the base of the 
information on each elements that consist of the load being 
simulated. “Each load component type is tested and to 
determine the relationship between real and reactive power 
requirements versus applied voltage and frequency.”[1], 
then the load model is developed mainly in either 
exponential or polynomial form basing on obtained 
data.”The range of validity of each model is directly related 
to the range over which the component was tested”[1]. 
Usually, the load model is expressed on the p.u values for 
convenience. By combining appropriate load model types 
one can approximate the composite load. Mentioned load 
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model types are obtained basing on the load survey 
information.[1] The composition of the load depends upon 
the time of the day, moth, or season as well as atmospheric 
conditions. One can notice, that the country with fine 
weather revel higher demand for air conditioning, while in 
the cold climate countries it is just opposite, there is a big 
demand for electricity heating. One can point out, that these 
demand can also vary seasonally, in the summer/winter 
periods, demand for heating/cooling can either increase or 
decrease.[3] Having introduced the model types and its 
variation depending on certain factors, one can propose 
some mathematical load model representation as a set of 
equations in order to give details of the relationship between 
the input and output system parameters. Considering load 
modeling, mathematical representations is related to voltage 
and/or frequency measured at the buses as well as real and 
reactive power consumed by the loads.[3] 

IV.  LOAD MODELING  
“For dynamic performance analysis, the transient and 
steady-state variation of the load P and Q with changes in 
bus voltage and frequency must be modeled” [5].  For power 
system analysis load can be thought as real and reactive 
power launched to lower voltage distribution system at 
buses represented as network model. Among lots of devices 
and appliances being connected to the system and 
considered as a load, one should include intervening 
distribution systems feeders, shunt capacitors, transformers 
etc. as well as voltage controlling devices or voltage 
regulators. The simplest load model is static model. Next 
chapter introduces static models as well as dynamic ones 
that are being used for i.e. system stability studies. 

V.  DELTA AND WYE CONNECTED LOADS 
 
First load models to be described are Wye and Delta 

connected loads. Each of these loads can be represented as 
being connected phase-to-neutral or phase-to-phase in a four 
wire Wye system or phase-to-phase in a three wire delta 
system[4]. All of model above can be three, two, or single 
phase and modeled as: constant real and reactive power, 
constant current, constant impedance as well as any random 
combination of the above. This model is one of the basic 
static load models.  
 

 
 

Fig.1 Wye connected load[1] 

 
Fig.2 Delta connected load[1] 

 
Both load models depicted in the figures above require 

the load component current coming into the load to be 
determined.[r4]. Assumption is made, that the loads have an 
initial complex power  

 |�|�,�,�∠� = 
�,�,� + ��,�,�  (1) 
  

, where indices a,b,c denotes that formula is expressed in the 
same way for each single phase of Wye connected  load, this 
notation will be kept in further formulas describing model 
above 

A.  Constant Real and Reactive power loads for Y 
connection 

 
“In this model the line to neutral voltage will change during 
each iteration until convergence is achieved”[4] 
 

���,�,� = � ��,�,�
���,�,����∗ = |�|�,�,�

���,�,��� ∠��,�,� − ��,�,� = ∠�  (2) 

 

B.  Constant Impedance Load for Y connected loads 

Constant impedance is first determined from the specified 
complex power and line-to-neutral voltage for each phase. 
 

��,�,� = ����,�,����2
��,�,�∗ = ����,�,����2

|��,�,�| ∠��,�,� = |��,�,�|∠��,�,� �3� 

 

Having  “constant load impedance”, it is possible to express 
load currents as the function of those impedance. This 
current for each phase is given by equation (4): 
 
 
���,�,� = ���,�,���

��,�,� = |���,�,���|
|��,�,�| ∠��,�,� − ��,�,� =

|��|�,�,�∠��,�,�  (4)   
 
“In this model the line to neutral voltage will change during 
each iteration until convergence is achieved”[4] 
 

C.  Constant Real and Reactive power loads for Y 
connection 

 ���,�,� = ��|�,�,�∠��,�,� − ��,�,�   
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For this model, current magnitudes are obtained according 
to the equation (2). These magnitudes do not change until 
the voltage angle δ changes during each iteration[4],  
 

D.  Delta connected load model  

 
Similarly to the Y connected load, the delta connected load 
model can be made. The equations describing this model are 
the same, except that voltages and currents in this models 
are taken as phase-to-phase instead of phase-to-neutral, so 
delta load model is described by following equations: 
 
Constant real and reactive power: 
 

�� = �� � �∗ = |�| � ∠� − � = |�� |�  �6� 

 
Constant Impedance Load 
 

� = |� |2
� ∗ = |� |2

|� | ∠� = |� |∠�  �7� 

 
Constant Current Load 
 

���,�,� = � 
� = |� |

|� | ∠� − � = |��| ∠�   (8) 

, where index x denotes line-to-line values ab, bc, and ca 
respectively.  
 
Models presented above can be modeled as combination of 
above constant Z, I, and P and can be assigned as a 
percentage of total load shown above. For the Wye 
connection, it is simply the sum of the three components Ia, 
Ib and Ic, while for all delta connected loads the line current 
is determined by: 
 

 
Considering Wye and Delta connected loads one can 
mention of the Shunt Capacitor models that are very often 
used for voltage regulation in a distribution system as well 
as in order to provide reactive power support. 
 

 
Fig. 3 Wye connected capacitor bank[1] 

 
Fig. 4 Delta connected capacitor bank[1] 

 
The capacitor banks are modeled as constant susceptances 
connected as above. The susceptance can be found as: 
 

 

#��$%�& = '�()
'�21000 ,�-./.�01   �10� 

#2.% = '�()2.%�2 ,2.) %�-$1          �11� 

4ℎ.). '�()6.7'�(89:;<=>?@ABC@AB            �12�  
�2.% = '���$%�&'�&-�._$E_�.%$)�&_��0.        �13� 

 
Having computed susceptance one can find out the line 
currents given by: 
 �FG = �#G�G;    �14� �FI = �#I�I;    �15� �FK = �#K�K;      �16� 

 

For delta connection currents flowing in capacitors are given 
as below: 
 �FGI = �#GI�GI     �17� �FIK = �#IK�IK      �18� �FKG = �#KG�KG      �19� 

 
The line currents feeding the delta connected capacitor bank 
are as follows: 
 

N�F��F��F�
O = N 1 0 −1−1 1 00 −1 1 O N�F���F���F��

O     �20� 

VI.  POLYNOMIAL AND EXPONENTIAL LOAD MODELS 
There are two mathematical forms that are commonly used 
in modeling studies: polynomial and exponential load 
models. Polynomial model is a static model describing 
relationship of the power and voltage magnitudes as a 
polynomial equation and can be expressed as[6]: 
 


 = 
0 P�1 � �
�0�2 + �2 � �

�0� + �3Q �21� 

� = 0 P�4 � �
�0�2 + �5 � �

�0� + �6Q �22� 

 
,while exponential model has the form of: 
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 = 
0 � �
�0�;6  �23� 

 = 0 � �
�0�;R  �24� 

 
“The parameters of this model are exponents, and the power 
factor of the load”[6]. Setting these parameters to 0,1, or two 
the load model becomes constant current, power, or 
impedance, like in case of the Wye and Delta connected 
loads shown in previous section.[6] 
 

A.  PSS/E Static Model[12] 

 
This static model introduces the active and reactive power 
that are both frequency and voltage dependent and given by 
the following formulas: 
 
 


� = 
0 P�1 � �
�0��1 + �2 � �

�0��2 + �3 � �
�0��3Q �1

+ �7ΔT� 
(25) 

 

 

� = 0 P�4 � �
�0��4 + �5 � �

�0��5

+ �6 � �
�0��6Q �+�8ΔT�    

 
(26) 

 
,”where a1- a8 and n1- n8 – parameters to be estimated when 
V=V0 

 
 
 

VII.  CONCLUSIONS 
The both static, and dynamic model of loads were described 
in this work as well as combined ones. Load modeling is a 
challenge for today`s engineers. It`s variety and not constant 
nature makes them hard to simulate. There have been a lot 
of studies on load modeling in order to represent it with 
maximum accuracy. There are many simulation software 
that allows to simulate power system loads basing. i.e. on 
polynomial and exponential load model representation.  
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Abstract-- This paper survey of different accurate models of 
load and synchronous generator model. I would like to described 
one out of two basic types of load modeling. One is component-
based load modeling which contain ‘ZIP’ (polynomial) model, 
exponential model, combination of this two called exponential-
‘ZIP’ model and ETMSP & EPRI model as an example of 
combination of fundamental models. Second one is measurement-
based load modeling, however,  this is not on my consideration. 
The second part survey consists synchronous generator modeling 
by electrical circuits. Moreover, there are dc generators, but this 
model is not covered in this paper. 
 

I. INTRODUCTION 

here are two general issues to consider modeling of power 
systems. One of them is loads modeling as well as 

generators modeling.  Loads and generators modeling are very 
important in determining the stability of power systems. 
Moreover there are valuable tools in the stability studies.  

Load modeling application can be distinguished into static 
and dynamic models. First of all  I would like to shortly 
describe static load model.  The static models were discovered 
to investigate steady-state power systems. In this models 
occurs constant voltage magnitude, but on the other hand there 
is variation of load frequency. Lastly the static load models 
feature is voltage-dependent characteristic. Second of all it is 
mentioned in the technical literature about dynamic load 
modeling. This load model is in time-domain and contains 
loads electromechanical behavior. Phasors method is the load 
steady-state representation. The dynamic load model is based 
on time variation frequency.  Moreover, the dynamic load 
model is describe by dynamic voltage and frequency 
characteristics.[1]  

The second part of this paper is to survey generators 
modeling. The Generators can be classified as a electrical 
motors. There are dc generators, synchronous generators and 
inductor generators. The dc generators are rarely used in power 
systems. The most popular and common use in the industrial 
applications is synchronous generator. There have been 
developed big number of synchronous generators. The 
generators are the heart of power systems. ” With the 
increasing cost of detailed prototyping of electrical machine, it 
is becoming necessary to replace or supplement it with 
mathematical methods and computer simulation.”[2]  However, 
the inductor generators are used in power systems, but mostly 
in wind turbines. The number of wind turbines connected to the 
grid  increase every year. Papers [8], [9], [10] are contained 
more information`s about double fed induction generators 
modeling.  

II. LOAD MODELING 

Load modeling is a very important issue in power system 
analysis and control. Accurate load models have significant 
impact on the operations flexibility and exploitation costs in 
power systems. Exploitation costs can be reduced because of 
there is possible to test new solution and change power system 
configuration without any disturbances of normal power 
system work. The operations flexibility is also very important 
regarding to beater fit power system modeling into real power 
system. That is why both power industry and academia are 
looking for now, and more accurate loads representation. We 
can distinguish two approaches for load models developing: 
component-based and measurement-based. “The component-
based approach builds a load model using detailed information 
about all the individual components at each load bus. The 
measurement-based approach involves placing measurement 
systems at the load buses for which load models are to be 
developed.”[3] The measurement-based approach gives us 
actual load behaviors at any given moment. In the power 
industry is also used on-line data recording system. This tool 
gives important information about actual load behaviors during 
system disturbances. Dynamic load models regarding to 
possible disturbances response are highly recommended for a 
lot of power system models representations, moreover this 
models are commonly used in power industry for transient 
stability analysis. On the other hand, it increases of system 
representation for simulation.  [3]    

Loads modeling has always been a difficult issue because: 
� many different types of load are connected to the 

power system at any period of time, 
� level of complication and  quantity of data is very 

high at any given moment,    
� it is hard to predict loads response (behavior), [4] 

We can distinguish three main load models:  
� ‘ZIP’ (polynomial) model,  
� exponential model and 
� exponential – ‘ZIP’ model - combination of this two 

above [1] 
 
A. Polynomial-‘ZIP’ Model 
 

One of the oldest load representation is polynomial model. 
It is essentially combination of constant impedance (Z), 
constant current (I) and constant power (P), that is why it is 
commonly called ‘ZIP’ model. This model is not accurate 
representation of the system, because of high number of 
inductor motor loads in the system. Nowadays there are more 
complex and accurate load models which capture both the 
static and dynamic load, such as induction motors.[4] 
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Fig.1. The structure of ‘ZIP’ load model. [5] 

 �� � �� ��� � 		�
� � �� � 		�
� � �� �1 � ���∆�� 

 �� � �� ��� � 		�
� � �� � 		�
� � �� �1 � ���∆�� 

 �� and  �� are the constant impedance load parameters, �� and  �� are the constant current load parameters, � and  � are the constant power load parameters, ��� and  ��� are the frequency sensitivity parameters, 
and  �� � �� � � � 1, �� � �� � � � 1 when 	 � 	�. [2] 

B. Exponential Model 

 
 

 
Fig.2. The structure of any static load models.[6] 

 
This scheme can be used for any static load modeling. So, it fit 
for every presented in this paper load model.  
 �� � �� � 		�
��� �1 � ���∆�� 

 �� � �� � 		�
��� �1 � ���∆�� 

 ��� -voltage-dependent parameter of real power, ��� -voltage-dependent parameter of reactive power, ���  and  ��� are the frequency sensitivity parameters.[3] 
Comparing of ‘ZIP’ and exponential load modeling the second 
one is more accurate.  

C. Exponential-‘ZIP’ Model 

This is the combination of both exponential and ‘ZIP’ 
models which are shown above. Diagram can be the same as in 
previous model. ��� � �1 � ��� � ��! � ��� � ����" � 		�
� � 

��� � 		�
 � ��! � ��� � 		�
#�$� % �1 � ����∆��
� ��� � 		�
#�$� �1 � ����∆�� 

 ��� � �1 � ��� � ��! � ��� � ����" � 		�
� � 

��� � 		�
 � ��! � ��� � 		�
#�$� % �1 � ����∆��
� ��� � 		�
#�$� �1 � ����∆�� 

 ��  and ��  are the constant current parts of the total load, ��! and ��! are the constant power parts of the total load, ���, ����, &�'1, ���, ����, &�'2, ���, ����, &�'1, ���, ����, &�'2 are the parameters of exponential part of the total load.[3] 

D. ETMSP & EPRI Model 

Scheme is shown in Fig.2. However, there are some more 
models discoverd by the companies. The companies which 
have made distribution system computers programs (software). 
They have used this three types of load modeling and modify 
them. EPRI’s LOADSYN and ETMSP packages are one of the 
most commonly used software for dynamic studies. This two 
packages based on load models presented above with little 
changes. Below the result of this changes is shown: 
 �� � �� *�+� � 		�
��,- �1 � ����∆�� � .1 / �+�0 � 		�
��,12 

 �� � �� *�+� � 		�
��,- �1 � ����∆��
� ����� / �+�
 � 		�
��,1 �1 � ����∆��2 

 
where,  �+� is the frequency dependent fraction of real load, �+� is the reactive load coefficient of uncompensated reactive 
load to real power load, ��$�  and ��$�  are the voltage exponents for frequency-
dependent and frequency-independent real power load, ��$�  and ��$�  the voltage exponents for the uncompensated 
and compensated reactive power load, ����  and ����  are  the frequency sensitivity coefficients for 
real and uncompensated reactive power load ����  is the frequency sensitivity coefficient for reactive 
compensation [3].  
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We have showed this load model as a example of one 
combination of this fundamental models. 

III.  GENERATORS MODELING 

Generators convert mechanical energy to electrical energy. 
There are three possible types of generators: dc generators, 
induction generators and synchronous generators. The first one 
are useless because all the power systems around the world are 
AC. So  there are two main types of generators: one of them is 
synchronous generator and second is induction generator. The 
inductor generators mostly occur in the wind mills. The 
synchronous generators are common use in most types of 
power plants.  

First of all the synchronous machines work with constant 
speed what means constant frequency. The speed of the 
synchronous generator linearly depends on the frequency and 
numbers of poles. The constant frequency is very good feature 
because one of the power systems requirements is to keep 
frequency in one specified level. Another advantage comes 
from reactive power compensation in the grid. The 
synchronous generators produce active power and reactive 
power. The last important feature is high efficiency of 
synchronous generators.  

The inductor generators are less popular then the 
synchronous generators. However, they have some advantages. 
One of them is that inductor generators are simplified in 
construction. Furthermore, they are lighter and cheaper than 
any others. However the frequency cannot be adjusted as 
simple as in the synchronous generator and the reactive power 
cannot be compensated. When one would like to use inductor 
generator it should also have special control system. The speed 
controllers are going to be cheaper and cheaper and inductor 
generators are commonly used in the wind mills.      

I would like to present synchronous generator modeling by 
electrical circuits. There are more synchronous generators 
models in papers [7],[11], [12], [13]. 
 

 
Fig.3. Synchronous generator winding with dampers. 

 
D and Q represent d-axis and q-axis dampers. The three 
synchronous generator modeling methods presented below are 
based on this scheme.[2] 

A. Synchronous Generators Modeling by Electrical 
Circuit 

From figure above the machine equations in three axis 
framework is shown below: '+3! � /456+3! � 778 Ψ+3! 

'� � 4�6� � 778 Ψ� 

0 � 4;6; � 778 Ψ; 

0 � 4<6< � 778 Ψ< 
 6; and 6< are the direct and transverse dumpers` currents, 6�  is the exciter current, Ψ; and Ψ< are the direct and transverse dumpers` total flux, Ψ+3!  is the stator total flux, Ψ� is the main field total flux, 
The Park`s matrix can be written as: 
 

�.=>0 � ?23 A BCD.=>0 BCD �=> / 2E3 
 BCD �=> � 2E3 

/D6&.=>0 /D6& �=> / 2E3 
 /D6& �=> � 2E3 
F 

 

�.=>0 · '+3! � �.=>0 H'+'3'! I � J'K'� L 
 
We can rewrite first equations as: 'K � /456K � 778 ΨK / M>Ψ� 

'� � /456K � 778 Ψ� / M>ΨK  

'� � 4�6� � 778 Ψ� 

0 � 4;6; � 778 Ψ; 

0 � 4<6< � 778 Ψ< 
 
Then the following relationships can be written considering the 
generator convention for stator 
 

NO
OO
OP
OO
OO
Q ΨK � Ψ+K � ΨR5K � ΨR�K �� S+K�/6K � 6; � 6�� / SR5K6K � SR�K�6� / 6K�Ψ� � Ψ+� � ΨR5� �� S+��/6� � 6<� / SR5�6�Ψ� � Ψ+K � ΨR� � ΨR�K �� S+K�/6K � 6; � 6�� � SR�6� � SR�K�6� / 6K�Ψ; � Ψ+K � ΨR; �� S+K�/6K � 6; � 6�� � SR;6;Ψ< � Ψ+� � ΨR< �� S+��/6� � 6<� / SR<6<

T 
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From all this equations we can draw the synchronous machine 
electrical scheme as follows: 
 

 
Fig.4. d-axis and q-axis electrical equivalent circuits. [2] 

 
ΨR� is the rotor leakage flux, 
ΨR; and ΨR< are direct and transverse dampers leakage flux, 
ΨR5K   and ΨR5�   are direct and transverse stator dampers 
leakage flux, 
ΨR�K  is the linkage flux between main field and stator d-axis, 
Ψ+K  and Ψ+�  are direct and transverse main flux, SR5K   and SR5�   are direct and transverse stator leakage 
inductances, SR�  is the rotor main field leakage inductance, S+K   and S+�   are the direct and transverse stator main 
inductances, SR;  and SR< are dampers leakage inductances, SR�K  is the linkage inductance between the rotor main field and 
the stator d-axis, 

In these scheme the linkage inductance between d-axis stator 
and direct damper is neglected. “In the Fig.4. the blocks "d-
load" and "q-load" represent the equivalent loads in Park`s 
framework of the real power factor load. This last is star-
connected and an inverse Park`s transformation is needed to 
elaborate "d-load" and "q-load". This is useful because all 
equations involved in the simulation are given in Park`s 
framework” [2] 

IV.  CONCLUSIONS 

In this paper, different accurate models of load and 
generation were examined. As a load models component-based 
load modeling were shown which contain ‘ZIP’ (polynomial) 
model, exponential model, exponential-‘ZIP’ model and 
ETMSP & EPRI model as a example of combination of 
fundamental models. All models examined in this paper are 
static load models. The static load models can be used for 
approximation of the dynamic behavior of the power system. 
Moreover static nonlinear load models can be used for transient 
stability analysis. However this model is not appropriate for 
capturing true load response and for industrial applications 

measurement-based models are required. ‘ZIP’ model gives 
only approximate results of real power behavior. Exponential 
model is more accurate and has only two parameters to be 
estimated. Exponential-‘ZIP’ model is also very promising but 
it is a little bit more complex what can give unwanted 
confusion [3]. “With continued expansion of power grid, it 
becomes more and more important that the model used in 
simulation programs consist with the actual characteristics of 
electric apparatus. Up to now, the model of generators, 
transformers and power lines have been established perfectly, 
as for the model of load, due to its randomness, time-varying 
and distribution property, it could barely describe the whole 
characteristics exactly by one or more groups of equations. 
Accurate load modeling has become one of the most difficult 
problems in power system research fields.”[5] 

Second part of the survey consists synchronous generator 
model by electrical circuit. This model consists the global 
electrical scheme of the generator by flux equations. Paper [2] 
contains tests of the three synchronous generator models which 
can be distinguished into: synchronous generator modeling by 
electrical circuits, by state equations using an inside load and 
by state equations using an outside load.  
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Renewable energy from the oceans –  
Wave power, tidal power and ocean streams 
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I. INTRODUCTION 
 

When thinking about renewable energies, wind, solar and 
hydro energy typically come to mind.  
To tackle climate change and all the challenges imposed by the 
need to find alternative and reliable energy sources, there is 
one major resource that has remained untapped until now: 
marine energy.  
 

The potential of wave energy has been recognized for long, 
and mostly associated with a destructive nature. The following 
paper will give the reader a short overview about using wave 
and tidal energy as a renewable energy source.  
Wave energy is a concentrated form of solar energy: the sun 
produces temperature differences across the globe, causing 
winds that blow over the ocean surface. These cause ripples, 
which grow into swells. Such waves can then travel thousands 
of miles with virtually no loss of energy.  
The total wave energy resource is as large as world electricity 
consumption, approximately 2 TW. About 10-25 % of this 
resource is economically usable. [1] 
 

Tidal power occurs because gravities of the moon and sun 
combined with the rotation of the earth cause periodic changes 
of the oceans. These changes are called tidal range. The 
considerable level difference between high tide and ebb at 
many coasts of the earth generates an enormous energetic 
potential, which can be opened and used by the mankind. 
Furthermore, it is possible to use the energy of ocean streams 
which are caused by the complex interactions between warm 
and cold layers of water. 
The global theoretic potential of tidal energy is approximated 
at 3000 GW, but about 100 GW are realistically recoverable. 
[2], [3] 

 
 

II. UTILIZATION OF THE TIDAL RANGE -  
TIDAL POWER PLANTS 

 
Tidal power is the result of the gravitational interaction be-

tween the moon and the earth. This gravitational force, com-
bined with the rotation of the earth, produces a twice-daily rise 
and fall of the sea level, called ebb and flood.  
The period of one tide is for example 12.4 hours at the France 
coast. The difference in water levels is used to convert the 
potential energy into kinetic energy, by passing through the 
turbines. [4], [5]    

Tidal power is predictable and reliable, but it can be used 
economically first at a tidal range of 3-5 meters.  
At a tidal power plant the water fills during the high tide a 
basin that is separated from the sea by a barrage.  
During the following low tide the accumulated water is used to 
drive the turbines of the power station. The turbines can work 
also in the time of the filling process. Tidal barrages are built 
across a suitable estuary or bay. [6] 
 

There are several operational modes: ebb and flood genera-
tion and a two-way-generation.  
At the flood generation (see at Fig. 1) the sea level is higher 
than the basin level, so the water passes the barrage and fills 
the basin. The barrage then is closed to dam and to create a 
hydrostatic head. At the ebb generation (see at Fig. 2) the water 
will pass the barrage from the basin to the sea when the sea 
level has fallen under the basin level.  
A single basin system can deliver electrical energy only half a 
day. An option is the double-basin system. One basin will 
operate in flood generation and the other in ebb generation. 
Both basins are connected and it is possible to use this 
construction as pump storage power plant. The main basin will 
be filled at the high tide and pumped the water to the second 
basin. During the ebb, the second basin will generate the 
electricity. [4], [5], [7]  
 

There are different types of turbines that are available for 
use in a tidal barrage: bulb, rim and tubular turbines.   
A bulb turbine is one in which water flows around the turbine. 
If maintenance is required then the water must be stopped 
which causes a problem and is time consuming with possible 
loss of generation.  
When rim turbines are used, the generator is mounted radially 
around the rim and only the runner is in the flow. This turbine 
is more efficient because the water flow is not so constricted. 
The tubular configuration sets the runner at an angle so that a 
long tubular shaft can take rotational power out to an external 
generator. [6] 
 

The idea of tidal power plants is known since the end of the 
19th century. In 1913 the first tidal power plant was built in 
Husum / Germany. At present there are only a few tidal power 
plants in operation. The largest power plant is situated at the 
river Rance / France near St. Malo with a maximum power of 
240 MW. [5], [7] 
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Figure 1: flood generation with a bulb turbine 
Source: www.seas.upenn.edu; date: 25 February 2009 

 

Figure 2: Ebb generating system with a bulb turbine 
Source: www.seas.upenn.edu; date: 25 February 2009 

 
 

III. UTILIZATION OF NATURAL ENERGY FLOWS – 
OCEAN CURRENT POWER PLANTS 

 
An Ocean Current Power Plant (OCPP) works similar to the 

functionality of wind turbines. Both types of power plants 
make use of the kinetic energy of the streaming medium, which 
they are surrounded by.  
Advantageously for sea turbines a lower flow speed is needed 
[8]. Compared to the air current it is much easier to predict 
marine current due to less important random effects. The 
streaming is whether driven by the tides or by oceanic 
circulations. Therefore prognoses for generated electricity are 
more reliable as well [9]. 
The submarine turbines are anchored at the bottom of the 
ocean and the outlet of electricity happens via undersea cable. 
To achieve an ideal economic usage, the water depth must be 
20 – 35 meters and the flow velocity must reach 1.5 – 2.5 
meters per second [10]. Due to the water density, which is a 
thousand times higher than air, ocean current has a much 
higher power density. Compared to the face of wind turbine, 
submarine rotors realize a performance that is eight times 
higher. The prototype of „Seaflow“, an OCPP, reaches a 
performance of 350 kW at 20 cycles per minute. Prototypes 
using a twin rotor already reach a performance of 2.1 MW (see 
Figure 3, right) [10]. 
 

The impact of saline environment is problematical due to the 
process of decomposition that affects on the construction 
materials of the machines. The construction of OCPPs has 
effects on the speed of the ocean current and with this on 
maritime ecological system as well. The locations of OCPPs 
influence the barge traffic by getting into the ships routes [8]. 
 

In Europe approximately 100 locations exist, where OCPPs are 
going to be built. The whole potential is estimated on 70 TWh 
per year. Thereby 2-3% of the European current drain could be 
satisfied [10]. 

Figure 3 
left: prototype “Seaflow” at the west coast of Britain (photo: ISET) 

right: planed OCPP (graphic: Marine Current Turbines) 
Source: Quaschning, V. (2007): Regenerative Energiesysteme – Technologie, 

Berechnung, Simulation, 5. Auflage, München: Hanser-Verlag 2007 
 
           

IV. UTILIZATION OF THE CONTINUOUS UNDULATION -  
WAVE POWER PLANTS 

 
A wave carries both kinetic and potential energy. The total 

energy of a wave depends roughly on two factors: its height (H) 
and its period (T). The power carried by the wave is propor-
tional to H2 and to T, and is usually given in Watt per meter of 
incident wave front. The energy content of a wave is 
determinable by application of the linear wave theory. [11] The 
total area of the seas amounts to 360.8 million km². If half of 
the body of water is raised only around 0.5 m, then 0.6 EJ are 
stored in the form of potential energy. [12] To use the wave 
energy however only areas of offshore regions with low water 
depths are possible. Thus less than 1% of the demand of 
electricity could be covered by German waters. [12] The 
energy of the sea waves can be used differently for power 
production. Attention should be paid to the capacities of a 
wave which are not always constant. That means an energy 
converter is needed that works with a high efficiency at all 
ranges of performance. In addition with to the construction of 
the plant you have to consider the largest wave which can be 
expected to accident avoidance. Furthermore the used material 
must be adapted on the rough maritime climate and the 
aggressiveness of sea water. [11] 
At this point of time three considerable operational principles 
for wave power stations are developed: 

- OWC system (oscillating water column) 
- Floating system (Pelamis technology) 
- TapChan 
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A. Oscillating water column 
With OWC systems a chamber with air inclusion is created.  

A wave enters from the bottom in the closed chamber. 
The air of the chamber is compressed and drives a turbine and 
a generator. With the reverse flow of the wave, air flows again 
through the turbine back into the chamber. [11], [12] For OWC 
a Wells turbine is used which rotates in the same direction 
regardless of the air flow, thus generating irrespective of up-
ward or downward movement of the water column. [3] The 
capacity range of these plants extends over 500 kW up to 
several MW capacities. [11] 

Figure 4: Schematic of an Oscillating water column, 
Source: www.montaraventures.com/pix/oscillating-water-column.jpg 

date: 25 February 2009 
 

B. Floating System  
Floating systems use the potential energy of a wave. These 

systems consist of a tubular with an air filled lifting body. At 
the hinged joints from the lifting body, hydraulic pistons are 
fixed. Due to the undulation the hydraulic pistons are pressing 
an operating liquid under high pressure into a compensating 
reservoir. Thus a hydraulic generator is powered [11], [12]. 
The stationary part of the plant is deep-seated at the sea bed 
[13]. The capacity of a generator amounts to approx. 750 KW. 
By linkage of several generators a total output about 30 MW 
could be obtained [12].  

Figure 5: Floating system 
Source: www.enel.it/azienda_en/ricerca_sviluppo/dossier_rs/img/Pelamis.JPG, 

date: 23 March 2009 
 
 

C. Tap Chan 
Tap Chan is an abbreviation for “Tapered Channel”. The 

waves in coastal area taper to an artificial ramp. The water 
which has a higher potential energy is collected in an upper 
reservoir. The artificial head is used to operate turbines, for 
example Kaplan turbines. [11] A huge disadvantage of this 
installation type is the high place requirement in the coastal 
area [12]. 
If “Sea-parks” were build with a lot of such plants then approx. 
30% of European power requirement could be covered with 
wave energy [11]. 

Figure 6: Schematic of a Tapered Channel 
Source: http://www.rise.org.au/info/Tech/wave/image007.jpg,  

date: 25 February 2009 
 
 

V. OUTLOOK 
 

Presently there are only a few power plants that are operated 
commercial, the others are for research. Therefore it is difficult 
to say how much it will cost, for example the investment for 
each kW.  

There is still a lot to be done. As already mentioned the 
potential for renewable energy from the oceans is still there.  
Altogether, although tidal energy is a reliable source, however 
the technically usable potential of the tidal energy appears 
globally seen too low, that it could make a substantial 
contribution for power supply of the future.  
For Germany it is not possible to use tidal energy because of 
technical reasons. At German coastlines the tidal ranges 
amount to just under 3 meters. 
 

The basic problems in using wave power are trivial and 
generally known: Wave power is unstably and could not affect 
in its size. Large waves have also a destructive nature.  
The problem solutions, in order to arrange an economical 
usage of wave energy with justifiable impact on the environ-
ment, are however not trivial.  
It is very complex and expensive to build a power plant which 
resists the large waves.  
Researchers believe that only large power plants with a high 
efficiency are competitive.  
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As well as the potential of wave power is relative low in Ger-
many because the waves and streams at the coastlines and 
estuaries are too small for an economical usage.  
 

Finally, against the background of more scarcely becoming 
resources of fossil fuels much efforts will be made to use the 
actual potentials in order that energy from the oceans make a 
contribution, whatever to which amount, to the world´s energy 
mix. [14], [15] 
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Carbon Capture and Storage – Part of the solution 

to the climate change problem? 
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I. INTRODUCTION 
Focusing the state-of-the-art of renewable energy science and 
technology, you are forced to advance the established energy 
sources. Today, it’s not possible to substitute coal-burning 
power plants, nuclear power plants or gas-fired power plants 
for solar power stations or wind power stations.  
 
The task is also to explore environmentally compatible 
technologies for reduce the carbon dioxide emission and 
uncouple it of the economic growth. The energy demand grows 
because of the emerging markets like China or India and their 
coal deposits.  The Kyoto Protocol or the objectives of the 
European Union are confronted the countries with the problem 
of global warming resulting from the greenhouse gases. 
 
II. CARBON CAPTURE AND STORAGE 
For example, the Carbon Capture and Storage (CCS) 
technology allows an environmentally compatible consumption 
of fossil fuels. Before, during or after the power plants process 
the carbon dioxide should be absorbed followed by 
underground storage at the point sources. According to experts 
and scientists the CCS technology will be fully developed 
around 2020 and will be a part of the future energy mix.  
The CCS is a process consisting of three elements: capture, 
transportation and storage of carbon dioxide.  
There are several ways for capturing: the pre-combustion, the 
oxyfuel, the post-combustion.  
During the pre-combustion a fuel (e.g. coal) will be extricated 
before the combustion at power plant. At a high temperature, 
the fuel is separated into synthesis gas of carbon monoxide and 
hydrogen. In the next step, the carbon monoxide converts with 
a help of steam into carbon dioxide, which can be sectioned out 
of this gas mixture and be compacted into liquidity. This 
procedure is also known as Integrated Gasification Combined 
Cycle. 

 Air 
Separation of air 

Coal / O2 
Gasification 
Gas purification 

Deposition of CO2                       
Power generation 
At the oxyfuel, the proportion of oxygen in air is boosted to 
reduce the fumes. Instead of nitrogen and sulfur compounds, 
only hydrogen and carbon dioxide are the residues of the 
combustion in oxygen followed by the cooling down and 

condensation of water. The advantage of the oxyfuel is the 
clean carbon dioxide after the burning in clear oxygen (see 
below ―Schwarze Pumpe‖). 

 Air 
Separation of air 

Coal / O2 
Boiler 
Fume Cleaning 
Deposition of CO2  
 
Another possibility is the post-combustion with the expansion 
of the conventional flue gas cleaning. After the denitrification 
and desulfurization, the flue gas flows through a fluid of amine 
which reacts with the carbon dioxide.  After heating, the 
carbon dioxide is available in a clear state that can be 
compacted.    

 Air / Coal 
Conventional Steam Power Plant 
Fume Cleaning 
Deposition of CO2 

 CO2 
 
In the majority of cases, the carbon dioxide cannot be storaged 
close to the power plant. It is necessary to transport the liquid 
carbon dioxide in pipelines or by motor trucks or ships. The 
storage locations which can be in run are utilized natural gas or 
oil fields (Enhanced Oil Recovery), deep coal steams 
(Enhanced Coal Bed Methane) or saline aquifers.  
 
III. SCHWARZE PUMPE/GERMANY 
In 2005 Vattenfall decided on building a 30 MW oxyfuel pilot 
plant, with an investment of 50 Mil. €, which is the first visual 
sign of Vattenfall's project on CCS. This installation is located 
near the existing lignite fired 1600 MW power plant in 
Schwarze Pumpe, Germany.  
 
On May 29th 2006 was the groundbreaking ceremony of the 
Vattenfall pilot plant, which has been in operation from the 
middle of 2008. The initial testing programme will run for 
three years. Thereafter, the pilot plant will be available for 
other tests.  The plant is planned to be in operation for at least 
10 years. The pilot plant is an important milestone to reach the 
goal of commercial concepts for carbon capture and storage at 
coal fired power plants by 2015 until 2020. It will be the first 
pilot plant in the world to use the oxyfuel capture method. The 
construction of the 30 MW thermal pilot plant at ―Schwarze 
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Pumpe‖ is an important thing for the Vattenfall project. It is the 
necessary link between initial engineering and successful 
operation of the future 250—350 MW electricity 
demonstration plant.  Vattenfall’s goal is to develop a concept 
at a total cost of approximately €20/tone of avoided CO2. But it 
is to mention, that not only the plant in Schwarze Pumpe is 
inaugurated to CSS. 

Figure 1. Carbon Capture Unit 

 
Further, nearby the plant in Jänschwalde, which uses no CO2 
reducing system, Vattenfall currently investigates the 
possibilities of implementing both oxyfuel and post-
combustion technology at these plants. 
The complete implementing could be realized in the year 2015. 
 
IV. WORLDWIDE DEVELOPMENTS AND PROJECTS 
The mentioned desire to use fossil fuels without polluting the 
atmosphere implicates other projects in research and 
development on CCS technology. The center of that can be 
sight in Europe and the United States. Furthermore, developing 
and emerging markets even show the readiness for cooperation. 
For example, the public Algerian energy association and a joint 
venture of international associations prove the separation of 
CO2 in the Sahara Desert. In addition, India and China 
cooperate with the Great Britain or rather with the United 
States. First of all, these cooperations conduce to find storage 
locations. The important role of China in CCS technology 
because of the determining importance of climate protection 
depends of the rapid economic growth, the growth of the 
energy demand or the coal deposits. 
Beside German companies, Great Britain and the United States 
regard the CCS technology as a central topic of their energy 
policy. For example, the US-―Clean Coal Power Initiative‖ 

receives a two billion Dollar budget annually till 2011. 
In Germany, the public research spending for the projects 
―Geotechnologien‖ or ―Cooretec‖ aggregate around 1.5 Billion 

Euro for the whole energy und climate section from 2008 till 
2011.  
 
The priorities and research objectives of the CCS projects 
reached a big variety. Engineers and academics are engaged in 

sub-process or whole the process chain of deposition of CO2 
and in questions of transport and storage.  
The Australian Otway Basin Pilot Project wants to press big 
quantities in empty natural gas fields as soon as to study the 
other CCS technologies.  
The US-CO2 Capture Project focuses the competitive 
deposition of CO2 and the safety aspect of the three methods. 
The European CO2 ReMoVe (research, monitoring, 
verification) explores the criteria of the storage and 
technologies of feeding storage locations.  
The international Carbon Sequestration Leadership Forum 
consists of 21 countries and supports the exchange of 
information and multilateral collaboration. 
 
V. CONCLUSION 
The Carbon Capture and Storage technology seems to be a 
trendsetting way in future energy mix, next to the renewable 
energy. It is an advancement of conventional power plants, 
which ensure the power supply. It is necessary to broaden the 
existing international cooperation to reach the goal as soon as 
possible.  
But we are also forced to ask, if the carbon capture in natural 
gas or oil fields, deep coal steams or saline aquifers is the right 
solution. At the moment, we don’t see possible risks in the far-
away future. In order to guarantee the success of the project, it 
is necessary that all countries which use coal plants introduce 
the CSS technology. If this takes part of the energy production, 
the benefits for the environment will be increased.  
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FFT algorithm optimization using Stream SIMD 
Extension instruction set 
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This paper explain how to perform Cooley and Tukey fast 

Fourier transform for sequence length being power of 2 using 
modern Stream SIMD1 Extension known as SSE. Basis of FFT 
algorithm will be shown pointing on which parts can be 
significantly speed up using SSE focusing on programming side 
rather than FFT algorithm itself. Also basic SSE instruction will 
be introduced. 

I. FFT 

The idea of calculating digital convolution is to approximate 
integral in (1) to (2) on finite sum over N samples of signal: 

 ( ) j tf t e dtω
∞

−

−∞

⋅∫  (1) 
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jN kn
N

k n
n

X x e k N
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=
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Point is this raw calculation need to perform N 
multiplication over k which takes also N values so overall 
complexity of algorithm is N2. Even for relatively small 
numbers of samples the amount of calculation can be pretty 
high. Assuming N is power of 2 Cooley and Tukey has split 
odd and even elements of sum (2): 
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Each of those summations is recognized as being an N/2 
point DFT of the respective sequence because: 

 2

22 22 N

jj

NW e e

ππ −−

= =  (5) 
So if we calculate DFT for odd and even indexed k in (2) we 

can calculate overall DFT combining (4) together: 
 ( ) ( ) ( )k

even oddX k X k W X k= +  (6) 
Using this approach we will need only N⋅ log2N complex 

multiplication to perform, because we need exactly log2N of 2 
times smaller DFT to calculate. 
For example if N = 1024: 

 
2

2

:   = N 1048576
:   = Nlog 10240

DFT multiplication need

FFT multiplication need N

=
=

 (7) 

Because of this great time reduction FFT algorithm is widely 
used in many application which need Fourier transform.  
 

                                                           
1 SIMD is abbreviation from Single Instruction Multiple Data. In the term of 
SSE instruction 4 single precision floating point or 2 double precision floating 
point operation are performed in parallel on one processor core. 

 

II.  STREAM SIMD EXTENSION 

SSE is a mathematical coprocessor which operates on 
floating point numbers. It has 8 additional and independed 128-
bit registers for calculation which are 4x32-bit single precision 
floating point value or 2x64 double precision one. The main 
advantage of using it is performing 4 or 2 operation in parallel, 
so depending on precision we need it can cut the algorithm 
execution time 4 or 2 times. 

Basic SSE instruction set is shown in table 1, while full 
instruction set with descriptions and timing is available at Intel 
web site (Ref. [2]). All instruction which end –PS is doing 4 
parallel operations at simultaneously while –SS mean only one 
operation.  

TABLE 1 
SSE BASIC INSTRUCTION SET 

Instruction Operation 
MOVSS, 
MOVAPS, MOVUPS 
MOVSD, 
MOVAPD,MOVUPD 

Copy operation: 
from memory. to register 
from register to memory 
from register to register 

ADDPS, ADDSS, 
ADDPD, ADDSD 

Addition 

SUBPS, SUBSS, 
SUBPD, SUBSD 

Subtraction 

MULPS, MULSS, 
MULPD, MULSD 

Multiplication 

DIVPS, DIVSS, 
DIVPD, DIVSD 

Division 

SHUFPS In register data shuffle  
 
There are few things which can be optimized using those 

instructions. First thing is to rewrite complex multiplication to 
take advantage of parallel operation. Second is to notice, that in 
first step Wkn = -1 so no complex operation is actually 
necessary. In second step we have at most 4 Wkn values 1, j, -
1 ,-j which can threaten as a special case. Since Wkn are kth root 
of one we can calculate it inside of SSE register for next steps. 
Only value need to load is to load complex number for k = 1 in 
(3). Next values for next k can be calculated by recursion (8): 
 1 1kn knW W W+ = ⋅  (8) 

III.  COMPLEX MULTIPLICATION ON SSE 

To calculate complex multiplication using SSE we can 
assume at the beginning that we want to perform 2 
multiplications at once. With 4 floating point register each pair 
of 2 values can be complex real and imaginary part. For start 
assume we want to calculate: 
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A A A

B B B

C A B

Z a jb

Z a jb

Z Z Z

= +

= +
= ⋅

 (9) 

From algebra we know: 
 ( )C A B A B A B A BZ a a b b j a b b a= ⋅ − ⋅ + ⋅ + ⋅  (10) 
We need 4 multiplications and 2 algebraic additions to 
calculate complex multiplication. 
Now let’s try to do this using SSE. Since we have 4 floating 
value in one register we can perform 2 multiplications in 
parallel. Let’s assume we have loaded our complex numbers 
into XMM0 and XMM1 registers and XMM3 and XMM4 has 
values to change signs. Each of them contains 2 complex 
numbers as in the Table 2: 

TABLE 2 
INITIAL VALUES IN REGISTER 

Register name reg[0] reg[1] reg[2] reg[3] 
XMM0 aA1 bA1 aA2 bA2 
XMM1 aB1 bB1 aB2 bB2 
XMM3 1.0 -1.0 1.0 -1.0 
XMM4 -1.0 1.0 -1.0 1.0 
 
The program which realizes complex multiplication is: 
 
1. MOVAPS   %%XMM0,%%XMM2 
2. SHUFPS  $0xA0, %%XMM2,%%XMM2  
3. MULPS   %%XMM1,%%XMM2 
4. SHUFPS  $0xF5, %%XMM0,%%XMM0 
5. MULPS   %%XMM3,%%XMM0 
6. MULPS   %%XMM1,%%XMM0 
7. SHUFPS  $0xB1 %%XMM0,%%XMM0 
8. ADDPS   %%XMM2,%%XMM0 
 
Table 3. shows how register has changed as a result of 
operation: 

TABLE 3 
REGISTER VALUES AFTER OPERATION 

Line register reg[0] reg[1] reg[2] reg[3] 
1. XMM2 aA1 bA1 aA2 bA2 
2. XMM2 aA1 aA1 aA2 aA2 
3. XMM2 aA1 aB1 aA1 bB1 aA2 aB2 aA2 bB2 
4. XMM0 bA1 bA1 bA2 bA2 
5. XMM0 bA1 -bA1 bA2 -bA2 
6. XMM0 bA1 aB1 -bA1 bB1 bA2 aB2 -bA2 bB2 
7. XMM0 -bA1 bB1 bA1 aB1 -bA2 bB2 bA2 aB2 

8. XMM0 aA1 aB1 - 
bA1 bB1 

aA1 bB1  + 
bA1 aB1 

aA2 aB2 - 
bA2 bB2 

aA2 bB2  + 
bA2 aB2 

 
As we can see we need only 3 parallel multiplications and one 
parallel addition to calculate 2 complex multiplications at once. 
It means we need only 1.5 multiplications not 4 and only 0.5 
additions not 2 per one complex multiplication. So 
optimization has reduced floating point operation from 6 to 2. 
That’s 3 times faster than without use SSE. All copy and 
shuffle operation are only on internal registers which is done 
much faster than copying values from/to memory.  

IV.  MEMORY OPERATION FROM AND TO SSE REGISTERS  

There are two main instructions to load from memory into 
XMM register and to store XMM register into memory: 
MOVUPS and MOVAPS. First one work as a normal MOV 
operation but it will copy 4x32bit floating point number into 
XMM register. MOVAPS is faster but with one constraint: all 
memory addresses has to be 16 bytes aligned, it means four 
least significant bits in address has to be equal zero. The speed 
difference in practical application is about 20-30% with 
MOVAPS in comparison to MOVUPS. Luckily for FFT 
calculation every step will be 16 bytes aligned since overall 
data length is power of 2 so only thing to do is enable 16 bytes 
align in compilation options. 

V. OPTIMIZING 1ST AND 2ND FFT STEP   

For 1st step W = -1 so there is no need to perform any 
complex calculation. For second step W = 1, j ,-1, -j. For those 
special cases we can write even shorter program. Only 3th and 
next steps will need full complex multiplication.  

Multiplication by j is only shuffling real and imaginary part 
and change the sign properly as shown in (11) so it can be 
realized on 2 SSE instructions for 2 complex numbers in 
parallel. 
 ( )Z j a jb j b ja⋅ = + = − +  (11) 

The program which realize complex multiplication by j 
using initial values as in Table 2 except XMM1 and XMM4 are 
skipped: 
 
1. SHUFPS  $0xB1, %%XMM0,%%XMM0  
2. MULPS   %%XMM4,%%XMM0 
 

The point is that even if we want to swap real and imaginary 
part it could result in multiple memory read/write operation. 
Here 2 complex numbers are read from and write to memory 
exactly once so overall floating point operation number is 0.5 
multiplications per one complex number. 

VI.  SUMMARY   

Well optimized FFT algorithm can calculate Fourier 
transform online, even for quite large samples number, while it 
would be impossible to use raw DFT algorithm to calculate it 
even on modern processors. Using SSE cuts computation time 
even more by taking advantage of parallel calculation and 
coprocessor designed especially for floating point operation. 
All instructions presented in this paper are available in C++ 
either by inline assembly code or by intrinsic functions fully 
described on Microsoft web page (Ref. [3]). 
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Abstract- Market power refers to conditions where the 
providers of a service can consistently charge prices above those 
that would be established by a competitive market. Market power 
assessment within electric power markets requires the 
consideration of the ever-changing network conditions that result 
from congestion. This paper explores the effect of changes in 
network congestion conditions on competitive market. Bidding 
strategies, such as withholding capacity and bidding at higher 
price, influence the network and cause transmission congestion. 
These strategic biddings are analyzed and the impacts of the 
congestion on the location marginal price (LMP) are 
demonstrated in detail. Congestion will cause relative scarcity of 
generating capacities in the congested areas, so generation 
companies in these areas have location market power. A 9-bus 
system is used to evaluate the impacts of congestion caused either 
by low transmission capacity or suppliers' strategic biddings. 
Focuses are on a transmission network with six sellers in which 
network constraints give rise to market power opportunities.  
Finally we compare two bidding strategies which exert market 
power by abuse of transmission limits and show enhance of 
location market power in congested area.

Keywords: Transmission congestion, market power, nodal 
marginal price, bidding strategy, electricity markets

I. INTRODUCTION

A certain electricity market has one fixed network, a certain 
set of geographical locations, called nodes or buses, where 
energy may be injected or withdrawn. The buses are 
interconnected in a certain way, with transmission lines that 
each has a certain fixed thermal limit. The thermal limit is the 
capacity limit to which extent power may flow over the line, 
without damaging it or burning it off[1]. Furthermore, 
expansion of the transmission network might be of interest in 
some cases but it is very expensive and not always of interest 
to the bigger market participants [2]. 
Transmission can play a significant role in influencing the 

incentives of firms to exercise market power with their 
generation resources, as is demonstrated in a more general 
model by Joskow and Tirole (1998 and 1999).
Congestions in the transmission network may split a market 

into regions unable to compete properly with each other. This 

may cause lack of cheap energy in some areas and surplus in 
others. It segregates electricity market and limits competition
mechanism. Segregation of markets increases location market 
power and weakens market efficiency in power systems [3]. 
Since generators’ market power has direct impact on normal

operation of electricity market, many literatures have discussed 
the market power in electricity market [4]-[10]. In economics, 
market power is defined as the ability to alter profitably price 
away from competitive levels [11]. Market power is a symptom 
of an uncompetitive industry and exercising market power can 
raise price and lower market efficiency [12].
If transmission constraints makes it impossible to bring in 

more power from other regions, buyers who are willing to pay 
prices that exceed the highest competitive will offer to do so. 
This leads to a price rise that will keep on going until the 
supply meets the demand [13]. 
In this paper the definitions of market power are presented

from the views of economics and regulation. Bidding strategies, 
such as withholding capacity and bidding at high price, are 
analyzed and the impacts of network congestion on location
market power are considered by simulating on a 9-bus system.
In the next part the OPF AC model will be explained briefly, 

then discuss about simulation in our case study. Congestion 
will cause relative scarcity of generating capacities in 
congested areas, so the generation companies in these areas 
have location market power. We segregate our system by 
putting transmission limits and investigate the impacts of 
congestion on generators' profits.

II. MARKET POWER

There are two main reasons why the potential of market 
power is brought to the electricity market. First there is market 
dominance and then there are transmission constraints [14]. 
Market power due to market dominance is a scenario that
applies for every imperfect market and not only for the 
electricity market. On the electricity market, a supplier that is 
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large enough to affect price can exploit market power by either 
economical withholding or physical withholding. When 
dealing with economical withholding a seller keeps bidding 
above the marginal cost of production and thereby driving up 
the price. Physical withholding simply means that a seller 
withholds some of its available capacity.
Market power due to transmission constraints makes it 

necessary to get a full understanding of the topology of the 
transmission system before starting any plan of detecting the 
potential for market power [15]. 
A load pocket is an area where transmission constraints 

make it impossible to transfer electricity from elsewhere than 
from the local supplier. If a supplier is placed within a so 
called load pocket, this participant will have a local market 
power. A supplier in this case can find himself in a position of 
monopoly by intentionally create congestion and limit access 
of competitors. This means that, by getting dispatched at 
strategic points in the network, a supplier in a load pocket can 
gain profit even by increasing its generation rather than 
withholding it [16]. Conclusively, transmission constraints in 
the electricity market make it possible even for a small supplier 
to exploit market power.
In a Network loads can’t be accurately forecasted and energy 

can’t be stored economically. Demand and supply must be 
balance all the time in order to maintain the system frequency, 
voltage, stabilization standards; Kirchhoff’s laws and 
impedance of the whole network determine the power flows in 
the system [17]. When there is congestion, generating capacity 
in congested area will be relative scarcity, so congestion results 
in locational market power and causes invalidation of the 
optimization of generating resources in the whole network.
The LMP represents the willingness to supply an additional 

MW of load at a particular location. It is useful to break the 
LMP into parts to distinguish between costs resulting from 
network losses and those resulting from network congestion. 
The LMP includes a reference cost of generation and relative 
costs of congestion and losses in the system:
LMP = (generation marginal costs) + (congestion cost) + 

(cost of marginal losses).
The generator marginal cost is taken from a specified 

reference generator in the system. The congestion cost 
represents the effect of congestion on the LMP relative to the
reference generator marginal cost.

III. AC OPF FORMULATION

The AC optimal power flow problem solved by 
MATPOWER is a “smooth” OPF with no discrete variables or 
controls. The objective function is the total cost of real and/or 
reactive generation [18]. These costs may be defined as 
polynomials or as piecewise-linear functions of generator 
output. The problem is formulated as follows:

(1)  
subject to: 

(2) 
 

Here f1i and f2i are the costs of active and reactive power 
generation, respectively, for generator i at a given dispatch 
point. Both f1i and f2i are assumed to be polynomial or 
piecewise-linear functions. By defining the variable x as:

(3) 

The problem can be expressed compactly as follows:
Min f(x) (4) 
subject to

IV. SIMULATION

Matlab version 7.1 is used as simulation environment. For 
this simulation MATPOWER version 3.2 was used as OPF 
solver. The simulation study has been done on a 9-bus system 
with 6 loads and 6 generators. This System is shown in figure 1: 

Figure 1. 9-bus system

The following capacities are offered by these generators:
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Table 1. The system generators production capacities

Pmax(MW)Pmin(MW)BusGenerator
2501011
3001022
2701033
2501054
3001085
3001096

The cost functions of all these generators are in appendix.

A. Evaluation of congestion impact of the line between buses 4 and 
9 on LMPs and producers' profits:

In Fig.1, the generation companies bid at their actual costs,
without considering the constraints of line transmission
capacity, the active power flow in Line 4-9 is 79.8MW. Then 
reduce the capacity of the line 4-9 to 40MW in order to 
evaluate the congestion impact of this line on locational 
marginal prices and producers' profits. See table 2: 
 

table 2. OPF results in order to Evaluate the congestion impact of the line between buses 4 and 9 on LMPs and producers' profits
TotalG6G5G4 G3 G2G1 Case

22.02321.38722.17321.47821.38722.347ρ /($/MWh)

Uncong. 622.70155.00126.3570.0075.00126.3570.00Output/MW

10222.292828.122108.561039.001099.062108.541039.00Cost / ($/h)

3323.11585.51593.72513.10511.79593.72525.26Profit / ($/h)

20.74421.38725.81023.22521.38727.000ρ /($/MWh)

Cong. 623.9082.50145.5870.0075.00145.58105.23Output/MW

10462.351277.532576.241039.001099.062576.181894.34Cost / ($/h)

3866.28433.86537.43767.72642.84537.44946.99Profit / ($/h)

543.1700-151.65-56.29254.62131.05-56.28421.73Profit Differences/  ($/h)

As it is shown, there is congestion in network in normally 
competitive conditions while limiting the transmission 
capacities and the generators number 1, 3 and 4 which are 
located in congested area, have the suitable conditions to gain 
much more profit. The outputs of generators, LMPs, generating 
costs, profits, and profit differences, with or without congestion, 
are listed in Table 2. 
If power losses are neglected and there is no congestion, the 

LMPs are equal in all the buses, but in this simulation we 
consider transmission losses. So in both cases there are 
locational marginal prices. The point is the differences between 
these two cases in LMPs and the generators profits. When there 
is congestion in the system, the market is divided into two parts: 
the congested area and the uncongested area. In the congested 
area, all LMPs are higher than those without congestion.

Profit difference ($/h)

G1

G2

G3

G4

G5

G6

Total

-200

-100

0

100

200

300

400

500

600

G1 G2 G3 G4 G5 G6 Total

Figure 2. profit difference in simulation part A

When there is congestion, in the congested area the more
generating capacities are called upon in order to meet the load 
requirement. In this example, the incremental generating 
capacity in congested area is implementing by increasing G1
capacity from 70.00MW to 105.23MW. And you see in figure 
2, its profit difference is the most of all.
Because of congestion, the market total generating costs are 

increased by 240.06$/h and the generators’ profits are
increased by 543.17$/h. In the same time, the customers have 
to pay more for energy. Generally congestion has segregated 
the market.

B. Generators exert strategy bidding to create congestion:
B – 1) The Strategy of bidding at high prices:
As we discuss before, one of producers' bidding strategies is 

bidding at high prices to create congestion in some 
transmission lines. In our system, the generator number 1
which had gained the most profit due to congestion has the 
potential of exerting market power by this bidding strategy. G1 
has a linear piecewise cost function and the factor K is added to 
its initial value to increase its bidding price. The simulation 
results of this bidding strategy are shown in table 3: 
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Table 3. G1 bidding strategy at high prices:
1211.51110.5100K
28.70328.59328.50128.47027.16222.347/($/MWh) ρ
17.88427.8635.2148.2546.8570.00Output / MW
188.953346.885473.261585.812701.2541039.00) $/h ( / Cost
324.37449.71503.26787.86571.28525.26) $/h / ( Profit
CCCCCU1L9-4 

The results in Table 3 show that when the bidding prices of 
G1 are increased step by step, the LMPs in relevant bus (Bus 1) 
are decreased gradually. When K is zero, the LMP is 22.347
$/MWh and G1’s output is 70MW; when k is 12, the LMP is 
28.703 $/MWh and G1’s output is 17.884MW. Because the 
profits of G1 depend on LMP, its output and corresponding 
generating costs, the G1’s profits are increased from 525.26$/h 
to 787.86$/h (maximum, when k is 10.5), and then reduced 
gradually. When k  is larger than 12, the relevant LMP increase, 
but G1’s outputs decrease, so G1’s profits are less than 
525.26$/h, which is the profits that G1 gains in normally 
competitive conditions. When k is 10, Line 4-9 is congested.

Bidding at high prices

0
100
200
300
400
500
600
700
800
900

1 2 3 4 5 6

O
ut
pu
t/M
W
   
  P
ro
fit
 ($
/h
)

Figure 3. Generators' profits and output power

B – 2) Withholding some capacity to exert congestion and gain 
more profit

Similarly, G1 bids its actual costs but withhold some
capacity, and other generators’ bidding curves are the same as 
those in normal competitive conditions, G1’s outputs, profits, 
LMPs and congestion conditions of Line 4-9 are all listed in 
Table 4. As you see in part (B – 1) there is no limitation in G1
production capacity and this generator is not constrained by its 
maximum capacity, because its output share is 70 MW and its 
maximum capacity is 250 MW. In order to see the effect of this 
strategy – withholding capacity – we will reduce this maximum 
capacity which is bided by this company from 70 MW to 20
MW and then run market simulation program.

1 U means unconstrained and C means constrained.

1 2 3 4 5 6 7 8

S1

G1 Profit

Figure 4. G1 profit by strategy of withholding capacity

From Table 4 we conclude that because the costs of G1 are 
lower, all of its bidding capacities are dispatched namely, G1’s 
outputs are its bidding capacities. When the bidding capacities 
of G1 are decreased step by step, the LMPs in relevant bus are 
increased gradually. G1’s profits are increased from 524.04 $/h 
to 744.45$/h (maximum, when G1’s output is 50MW), and 
then decreased gradually. When the bidding capacity (output) 
is 60MW Line 4-9 is congested.
From Table 3 and Table 4, we conclude that bidding at high 

price and withholding capacity both can artificially create
transmission congestion. When k is 10 or G1’s bidding
capacity (output) is 46.85 MW, Line 4-9 begins to congest.
When there is congestion, and the generators in congested area 
bidding at higher price (by increasing k ) or withholding
capacity (by decreasing G1’ bidding capacities), they can gain
additional profits.

LMP/($/MWh) 

0

5

10

15

20

25

30

35

Series1 22.329 25.702 25.709 28.389 28.436 28.484 28.571 28.673

1 2 3 4 5 6 7 8

Figure 5. Location marginal prices after exerting bidding strategy of 
withholding capacity by G1
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Table 4. G1’S DATA WITH WITHHOLDING CAPACITY
2030404550556070Bidding/MW
2030404550556070Output/MW

28.67328.57128.48428.43628.38925.70925.70222.329/($/MWh) ρ
294.00399.01526.01597.76675.01757.76846.011039.01Cost /( $/h)

279.47458.13613.37681.89744.45656.23660.13524.04)$/h / ( Profit

CCCCCCCUL9-4 

From the above tables, we conclude that the impacts of two
bidding strategies (withholding capacity and bidding at higher
price) are equivalent. When G1 bids at higher price, G1 gains
maximal profit 787.86$/h (when k is 10.5 and G1’s output is
48.25MW). When G1 bids by withholding capacity, it also 
gains maximal profit 744.45$/h (when G1’s bidding capacity is 
50 MW). So both bidding strategies at the same values result 
the same profits.

V. CONCLUSION

The grid structure in which the power transactions need to be 
accommodated in modern electricity markets may impact
greatly the market efficiency and, more generally, the market
outcomes. Network and commodity of energy have some 
particular characteristics, in the congested area, all LMPs are 
higher than those without congestion. If generators bid in 
strategies to exercise the market power, they can gain high 
additional profits.

VI. APPENDIX
Table 5.Generators' piecewise linear cost functions

Generators X0 Y0 X1 Y1 X2 Y2 

G1 1500 0 3 0.11 5 150

G2 2000 0 3 0.085 1.2 600

G3 3000 0 3 0.1225 1 335

G4 1500 0 3 0.11 5 150

G5 2000 0 3 0.085 1.2 600

G6 2000 0 3 0.085 1.2 600

For piecewise linear cost:
x0, y0, x1, y1, x2, y2, ...
Where x0 < x1 < x2 < ... and the points (x0,y0), (x1,y1), 
(x2,y2), ... are the end- and break-points of the cost function.
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Abstract—This paper presents worldwide “Banning of 

incandescent bulbs” campaign, which aims to replace traditional 
incandescent bulbs that have long been known as inefficient 
sources of electrical lighting, with compact fluorescent lamps 
(CFLs). Controversy, operations and comparisons between these 
two alternatives are introduced in succession. Electromagnetic 
compatibility (EMC) issues, such as light flicker, which emerge 
more apparently because of the coming popularization of CFLs, 
will be discussed. Additionally, precautionary senses and steps to 
limit adverse interferences are mentioned when installing 
lighting systems. 
 

Index Terms—incandescent light bulbs, compact fluorescent 
lamps, flicker, electromagnetic compatibility  

I. BACKGROUND 
he worldwide “Banning of incandescent bulbs” 

campaign has been supported by most governments, 
according to pass measures to phase out incandescent light 
bulbs. In some jurisdictions this has been done through 
legislation (Cuba, Brazil and Venezuela phased out 
incandescent light bulbs in 2005); while others, like United 
Kingdom, through voluntary measures. The aim is to 
encourage use of more energy efficient lighting alternatives, 
such as compact fluorescent lamp (CFLs) and LED lamps. 

For European Union, the Irish government was the first 
member state to ban the sale of incandescent light bulbs. It was 
later announced that the member states of the EU agreed to a 
phasing out of incandescent light bulbs by 2012, which will 
save the European economy up to 10 billion euros. 
Nevertheless, it is up to the government of each member state 
on how to accomplish the eventual phase out. For example Italy 
will accomplish this through a ban on their sale, while the UK 
has enlisted the help of retailers with a voluntary, staged phase 
out.[1][2][6] 

II. CONTROVERSY OF THE CAMPAIGN 

A. Environmental concerns 

As the recommended alternative, CFLs, like all fluorescent 
lamps, contain small amounts of mercury as vapour inside the 
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glass tubing, averaging 4.0 mg per bulb. A broken compact 
fluorescent lamp will release its mercury content. Safe cleanup 
of broken compact fluorescent lamps differs from cleanup of 
conventional broken glass or incandescent bulbs. Because 
household users in most regions have the option of disposing of 
these products in the same way they dispose of other solid waste, 
most CFLs are going to municipal solid waste instead of being 
properly recycled. 

B. Cost and existing fixtures 

The cost of CFLs is higher than incandescent light bulbs. 
Typically this extra cost may be repaid in the long-term as 
CFLs use less energy and have longer operating lives than 
incandescent bulbs. However, there are some areas where the 
extra cost of a CFL may never be repaid, typically where bulbs 
are used relatively infrequently such as in little-used closets and 
attics. Use in situations such as stairways where the lamp is 
turned on for less than five minutes at a time will cause a 
significantly shorter lifespan for a CFL. In the case of a 
5-minute on/off cycle the lifespan of a CFL can be up to 85% 
shorter, reducing its lifespan to the level of an incandescent 
lamp.  

Typical CFLs may have issues when being used in older 
dimmer light fixtures and with some electric timers, meaning 
many people would need to replace fixtures to retain that 
functionality. However some specialized CFLs can be 
purchased which may fit into the fixture without the need for 
replacement.[6] 

 
 

 
Figure 1. Interior configuration of an incandescent bulb 

 

LU Yan 

“Banning of Incandescent Bulbs” and Its 
Influence to Electromagnetic Compatibility 

T   

PUBLIC
 R

ELE
ASE

PREPRIN
T



 
 

 

III. OPERATIONS AND COMPARISONS OF INCANDESCENT 
BULBS AND CFLS 

Incandescent lamps, with the interior configuration shown 
in Fig. 1, consist of a tightly coiled tungsten filament supported 
in an inert gas typically argon encapsulated in a glass bulb.[6] 
Electrical current passes through the filament heating it to 
2000-3000°K where it emits photons in the visible range as 
well as considerable amount in the Infra-Red range. 

Fluorescent lighting excites gaseous mercury atoms in a 
plasma arc. These atoms release photons in the UV range 
which then excite a phosphor coating to produce visible light. 
The plasma arc exhibits negative resistance and therefore 
requires an electrical ballast to limit the current. 

Traditional incandescent lamps have remained relatively 
unchanged since the invention in the 19th century and have 
long been known as inefficient sources of electrical lighting. 
With current global pressures towards energy efficiency, CFLs 
offer 4-5 times the efficiency using fluorescent technology. 
From the statistical result of Fig. 2, we can get the 
straightforward understanding of efficiency discrepancies.[6] 
By compacting the discharge tube and developing low cost 
electronic ballasts, domestic use is increasing. 

However, a number of concerns have been raised when 
replacing incandescent lamps with CFLs. Some lamps: 1) 
produce a 'cool white' colour not matching the 'warm white' 
colour of incandescent bulbs, 2) have delayed start-up and/or 
take considerable time reach full brightness, 3) fail to produce 
the equivalent rated light output, 4) produce audible sound, and 
5) are usually non-dimmable. Aside from these consumer 
aspects, CFLs like incandescent lamps are susceptible to power 
system disturbances resulting in light flicker.[3] 

 

 
Figure 2. Energy usage for different types of light bulbs 

 
Figure 3. Typical CFL ballast design 

IV. INFLUENCE TO THE ELECTROMAGNETIC COMPATIBILITY 
Light flicker (Flicker) is the variation of luminous flux (or 

visible light) within the frequencies perceptible by people. It 
generally has a adverse physiological effect on persons causing 
eye strain and/or even annoying emotion. In rare cases it can 
have serious health risks such as being stranded in distraught 
situation, loss of concentration, headaches or the triggering of 
epileptic seizures.[3][6] 

However, because CFLs use electronic ballasts, their 
subsequent non-linear behaviour has made modelling of their 
operation difficult. Equally their susceptivity to voltage 
disturbances resulting in visible light flicker is widely 
unknown and difficult to predict. This has given rise to 
discrepancies between the measured flicker levels by relevant 
international flicker standards and the actual flicker produced. 

A typical CFL ballast[5], as shown in Fig. 3, consists of a 
single phase rectifier stage creating a DC bus from which a 
high frequency inverter resonates to control the fluorescent 
tube current. Due to the diode rectifier, some require EMC 
filtering to comply with national harmonic standards, some 
however omit this. During starting two filaments at either ends 
of the tube are heated to create enough free ions for the plasma 
to be formed. Depending on the designed heating time, a 
delayed start-up can occur, on the other hand, insufficient 
heating reduces the lamps life. 

For an uncontrolled full bridge rectifier the AC side voltage 
relates to the DC bus voltage through the switching function 
(modulation) by the diodes. Fig. 4, shows a generalised case of 
a rectifier switching function on a voltage waveform with a 
small distortion. Given that an AC side disturbance results in a 
modulated DC disturbance, the light output is likely to 
experience a similar fluctuation and result in visible flicker.[3] 

 

 
Figure 4. Switching operation of uncontrolled single phase rectifier 
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V. INSTALLING PRECAUTIONS RELATED TO EMC ISSUES 
The lighting system is one of the most pervasive of the 

electrical loads. Lighting can create localized electrical field 
problems and affect susceptible electronic equipment.[4] 

Especially for the coming popularization of CFLs, problems 
related to electromagnetic compatibility emerge apparently. 
Electric fields develop around fluorescent lighting fixtures, and 
today's electronic ballasts create high-frequency fields. The 
impact of these fields depends upon the sensitivity of 
equipment within those fields and the distance from the 
fixtures to the equipment. 

Obviously, installation engineers should consider adverse 
interference effects when making selection of lighting fixtures. 
Our advice is to control the end results in the beginning rather 
than spend countless dollars and hours combating problems 
after the fact. 

To minimize interference effects, take the following steps: 
1. Install all wiring for lighting in separate conduits and 

power lighting circuits from dedicated-use isolation 
transformers. 

2. Never combine lighting circuit wiring with computer 
system or other susceptible electronic system wiring in 
the same raceway. 

3. In areas with susceptible equipment, use lighting 
systems without high-frequency electric fields (e.g., 
DC) or lighting fixtures with electromagnetic 
interference screens to control the electric fields. 

Also, there are a few simple precautions should be taken for 
installing lighting systems near computers and data cables. 
They aren't new, and can be found in numerous site preparation 
manuals. Nevertheless, they warrant repeating here:[4][6] 

1. Keep lighting circuits out of computer power panels. 
2. Do not install data cables so that they run on top of 

fluorescent lighting fixtures because the magnetic 
fields from electronic ballasts may inductively couple 

into the data cable. 
3. Make sure that you do not install poorly shielded data 

cables in the electric fields below lighting fixtures. 

VI. CONCLUSION 
“Banning of incandescent bulbs” is the governmental 

campaign to phase out the inefficient incandescent bulbs with 
compact fluorescent lamps (or LED lamps), which are not only 
taken into account of improving efficiency, but also should be 
considered of its following influence to electromagnetic 
compatibility issue, such as light flicker. 

Because of CFL ballast, the induced flicker is much more 
complex, which may cause serious healthy problems to 
customers and subsequential detriment to the whole system’s 
power quality. To minimize those potential interferences, 
installing precautions should be noticed and checked as the 
indispensable condition. 
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Abstract - The article states about reactive power
compensation methods for circuits with non-sinusoidal voltages,
there have been presented selected theories application in order
to compensate the reactive power in one-phase circuits. Also
measurement results after compensation of an actual object
supplied from an non-sinusoidal voltage source were presented.
Also algorithms of optimal capacity selection were given, which
connected in parallel to the circuit with inductive character will
cause current root-mean-square value minimization.

I. INTRODUCTION

Significant part of electrical energy receivers draw active
energy and convert it for work and heat, as well as reactive
energy. Reactive power describes the process of electrical
and magnetic field energy exchange. The process of energy
exchange can proceed independently from work and heat
exchange process. The utilization measure of energy supplied
to receiver is the power factor:

S
PPF =                          (1)

where:  PF  –  power  factor,  P  –  active  power,  S  –  complex
power.

As complex power we name the biggest active power value,
which can occur for given root-mean-square value of voltage
and current:

UIS =           (2)
where: URMS – voltage root-mean-square value, IRMS – current
root-mean-square value.

If the receiver works with small power factor, it means that
it draws bigger current than it is necessary. If the reactive
power is drawn from distant sources it  causes a rise of supply
currents and in consequence rises the transmission losses.
As a result it is needed to increase the transmission line
conductor cross section and lowering the ability to load the
generators and transformers with active power. All this aspects
are causing increase of operation costs incurred by the
electrical energy recipients.

II. REACTIVE POWER IN CIRCUITS WITH PERIODIC VOLTAGES

Reactive power is correctly defined for linear circuits with
sinusoidal voltages (3):

jsinUIQ =                                 (3)
Basing on above mentioned dependence (3) it is possible
to select the optimal capacity with which we will achieve
power factor correction:

p××
×

=
22U
TQC                           (4)

Whereas for non-linear circuits or circuits supplied with
distorted voltages many power theories exist. In this article
selected reactive power theories will be demonstrated and used
to compensate an actual object (choke with ferromagnetic core)
supplied from public network.

III. REACTIVE POWER IN CIRCUITS WITH NON-SINUSOIDAL
VOLTAGES

Most disseminated reactive power theory for non-sinusoidal
voltages and currents is the one defined in 1927 by
C.I. Budeanu [1]:

nnn
n

IUQ jsin
1
å
¥

=

=                      (5)

where: n – harmonic number, nj - phase displacement
between voltage and current of the n-th harmonic.

From the beginning the reactive power theory proposed
by Budeanu, besides many adherents, had many opponents.
The main charges for this theory are lack of physical
deformation power interpretation and unauthorized oscillatory
components summation of particular harmonics. In 1987
L.S. Czarnecki has published a scientific work in which
he criticized the Budeanu power theory [2]. He advanced
a  hypothesis  about  its  worthlessness  for  the  sake  of  lack  of
possibilities to:

- minimize the reactive power and therefore
no possibility to correct the power factor,

- reactive power QB is no measure of energy oscillation,
- it doesn’t enable the calculation of capacitor capacity,

by which the power factor is the biggest,
- it suggests incorrect energetic phenomena

interpretation with distorted voltages.
One  of  the  advantages  arguing  for  this  theory  usage  is  its
conservatism and relatively simple measuring devices
construction. However this argument, in actual signal
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processing theory state, is insufficient according to the article
Author.

In the twenties of 20th century M. Iliovici has presented
a reactive power interpretation as loop area which is made by
current and voltage coordinates [5].

ò-= iduQ
p2
1                      (6)

Characteristics in I, U coordinates of non-linear objects are
usually complex and create multiple loops and furthermore
their shape changes strongly under the influence of voltage
change. Areas inside loops are circulated clockwise
or counterclockwise. Therefore the energy of electric
or magnetic field is sometimes drawn and sometimes returned.
We select the capacitor capacitance connected to the object
to achieve a state in which the resultant loop area will be equal
zero, and so the reactive power will be equal zero. But
it doesn’t mean that magnetic and electric field energy won’t
be mentioned. If energy is not mentioned the object
characteristic in I, U coordinates is reduced to a line segment.
The reactive power compensation basing on above mentioned
theories is made using the formula (7), for given supplying
voltage we can determine an optimal capacity, which
connected to circuit (Figure 1) will cause rms value decrease.

Tu
QCopt ×
××

= 2

2
&

p
                          (7)

where: Q – reactive power, u& - voltage derivative rms value,
T – time period.

R

L

Cu(t)

i(t)

Figure 1. Parallel compensation.

In 1931 S. Fryze proposed reactive power determination for
distorted voltages in such a way that the power equation
is fulfilled (8) [4], [5]:

22 QPS +=           (8)

Fryze thought that power is a too elementary concept to define
it with assistance of such complicated instrument like Fourier
series, which was introduced by Budeanu. In his theory Fryze
distributed current to sum of two, mutually orthogonal,
currents:

)()()( tititi ba +=                            (9)

where: ia(t) – active current component, ib(t) – reactive current
component.

And so the reactive power was equal (10):

bF IUQ =         (10)

where:
)()( tuGti ea =                        (11)

Where Ge can be determined from (12):

ò

ò
== T
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0
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0
2
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)()(1

2

        (12)

An unquestionable advantage of Fryze’s theory is elimination,
form initial Budeanu theory, of fourier series and third power
component (deformation power).

For many years there hasn’t existed a generally accepted
theory describing energetic properties of circuits with
non-sinusoidal voltages. The problem gathered meaning with
power electronics development. In seventies of twentieth
century Shepherd and Zakikhani have presented their reactive
power idea [7]. This theory is limited only to one-phase
circuits. The authors have distributed current sources into two
components:

)()()( tititi rR +=         (13)

where:

)cos(cos2)(
1

nn
n

nR atnIti += å
¥

=

wj          (14)

Resistive current component,

)sin(sin2)(
1

nn
n

nr atnIti += å
¥

=

wj              (15)

Reactive current component, where:

,arg nn Ua -
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nj  - angle (Un,In)

Whereby these currents are mutually orthogonal:

0)()(
0

=ò dttiti r

T

R         (16)

The current defined by dependence (17) is called the passive
reactance current and can be interpreted as current which
is connected with reflexive source-receiver energy flow, and
his measure is the reactive power Q.

)exp(Re2)( 0
1

tjnUBjti nn
n

r wå
¥

=

=          (17)

This current can be compensated for finite harmonics number
with a reactive two-terminal network connected parallel to
receiver (Figure 1) with susceptance for every examined
harmonic.

This property was noticed for the first time by E. Emmanuel
[3]. On the basis of Shepherd and Zakikhani’s theory it was
possible to determine compensatory capacitor
capacitance -“optimal capacitance”, for which the source
coefficient is the biggest:
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         (18)

The advantages of this method are:
- ir(t) current determination, which can be compensated

for finite harmonics number using reactive two-
terminal network,

- optimal capacitance value determination.

Kusters and Moore have created a theory which enables
to calculate the optimal compensating capacity [6], which
significantly simplifies the compensation in comparison with
Shepherd and Zakikhani’s theory, because of its harmonics
manipulation, which requires the knowledge on phase
displacement of particular harmonics.

According to this theory the current can be resolved into
three orthogonal components: active current ia (identical with
active current from Fryze’s definition), reactive capacity
current irC and complementary reactive current irCs.

rCsrCa iiii ++=                         (19)

Optimal compensation capacitance is then defined in the
time domain as:

u
dt
du

Q
u

iuCopt =-= 2
&

o&
        (20)

Compensation made with this method is a lot easier than
according to Shepherd and Zakikhani’s theory. Also the
capacitance values calculated according to formula (20) are
identical like for dependence (18).

IV. REACTIVE POWER COMPENSATION

In order to present the compensation effect with the help
of proposed by author theories, a choke with unknown
parameters was supplied with net voltage as shown on
(Figure 2):
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Figure 2. Voltage versus time graph

For voltage rms value Urms=235.65 V the system response was
current shown on (Figure 3) with current rms value
Irms=2.7511 A. The power factor value was PF=0.127.
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Figure 3. Current versus time graph

After making the observation of current it can be seen that
the element is a strongly nonlinear object. Reactive power
according to C.I. Budeanu, evaluated from (5) equation, equals
Q=550.59 var. Optimal capacitance, which has to be connected
to the circuit to achieve the compensation, was evaluated
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according to (4) equation, equals Copt=2.40 mF. Within making
the measurements this capacity was corrected depending on the
value of reactive power; more and more the reactive power was
closer to zero, the capacitor capacitance was determined more
precisely. The current rms value was Irms=1.3680 A and the
power factor was PF=0.177.

Performing the reactive power compensation supported by
the M. Iliovici [5] theory, for the same measurement
conditions, the reactive power calculated from the loop area
which is made by drawing the u=f(i) function (Figure 4) equals
Q=546.48 var; and the optimal capacitance equals
Copt=2.34 mF. Within making the circuit compensation the
capacitance value was corrected. After the circuit
compensation the current rms value was Irms=1.3601 A and the
power factor was PF=0.189.
For comparison the reactive power value according to
C.I. Budeanu was Q=15.422 var. This means that making the
compensation according to (5) the circuit is overcompensated.
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Figure 4. Reactive power loop before the compensation.
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Figure 5. Reactive power loop after the compensation – loop area equals zero.

Performing the reactive power compensation supported by
the Kusters and Moore theory for the same measurement
conditions, the optimal capacity Copt=36.04 uF was determined
according to (20) dependence. After making the compensation
the current rms value was equal Irms=2.5925 A and the power
factor was equal PF=0.128. It means that the compensation
made using the dependence (20), proposed by Kusters and
Moore, the circuit will be undercompensated.

V. CONCLUSIONS

Taking advantage of mathematical dependences and modern
measurement techniques we can match the compensator
capacitances, without knowledge on receiver parameters. It is
a very important practical feature because the compensation
can be made in real-time. Thanks to this it is possible to make
quick changes in capacity value and its adjustment to receiver
work conditions and supplying voltage variations. The best
compensation of reactive power, this means the biggest power
factor is obtained taking advantage of M. Iliovici power theory.
While making the compensation using the C.I. Budeanu and
Kusters and Moore theory the circuit is overcompensated
or undercompensated and therefore current rms value increases
and the receiver operates with small power factor. Making use
of  power  theory  utilizing  the  loop  area  calculation  it  is
possible, as shown it the article, to compensate strongly
nonlinear receivers supplied with distorted signals. It is a very
important practical feature.
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I. INTRODUCTION 

The growing lack of fossil fuels, the increasing demand for  
electricity and the harmful effect of carbon  dioxide output on 
the climate  force  nations - especially industrialized countries 
and their governments - to find new ways of producing the 
amount of energy in demand. The integration of alternative 
energies to reduce emissions and to conserve available fossil 
sources is a known political aim. EU directive 2001/77/EC 
requires feeding in renewable energies into electricity grids. 
Although the potential of renewables is very high and the 
technical conditions to produce electricity are achieved, the 
current generated rates are clearly lower. A key problem is the 
integration of renewable energies into the existing grid. This 
paper analyzes the reasons for this deficit and assesses possible 
solutions.   

II. RENEWABLE ENERGY SOURCES 

There are different options for producing electricity from 
renewable energy sources. Consequently, there are several 
ways of connecting the gained electricity with the existing grid.                        

Illustration 1:  in dependence on BITSCH, R.; GJARDY, G.; WOLDT, T.: 
Aspects of large scale RES/DG integration in existing energy 
supply systems -considering as example the situation in 
Germany, in: International Journal of 
Distributed Energy Resources, Volume 2, Number 1, 2006, S. 
59-81) 

     

Preferred sources are wind, hydro, solar, biomass, photovoltaic 
cells, bio fuels and geothermic (illustration 1). The electricity 
is induced by asynchronous or synchronous generators except 
for photovoltaic cells. This operation creates co-current flows 
and gets through an inverted rectifier into the power grid.                                       

III. INTEGRATION IN EXISTING GRID / BARRIERS 

To understand the problem of why the potential of renewable 
energy sources is not exhausted, you have to consider the 
actual grid conditions and the resulting barriers. The public 
electricity supply in most European countries presents an 
extensive central configuration. Grids are designed to transmit 
electricity generated by large conventional power plants. An 
aggregation occurs by using transformers between the 
transmission and the distribution grid. At the end is the 
consumer. Illustration 2 demonstrates that the load flow 
mainly takes place in one direction from the highest voltage of 
the transmission grid with less bulk consumer to the lower ones 
in the distribution grid with many small consumers.1                                                                                                                                              

 

 

 

 

 

 

Illustration 2: B.  HASCHE;  R  BARTH; D. J.  SWIDER                                      
(Verteilte Erzeugung im deutschen Energiesystem)                             
centralizedl energy supply and the electricity direction                                                           
(source: Barth 2006)                                    
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The interconnection directly or indirectly allocates the 
electricity to connected users in a central way. In the 
distribution grid the voltage falls in the direction of the current 
flow. The decline depends on resistance and inductance in the 
cable. These two factors grow with rising cable length. To 
provide all consumers with enough voltage, a transformer 
slightly increases the voltage at the beginning of a cable. 
Energy generation from renewable sources requires an 
installation of the plant in locations with a high energy supply, 
for example, in areas with a grand wind velocity. Therefore, 
the installations are connected at different local points to the 
grid. In contrast to large power plants, renewable plants have 
less capacity and are integrated in lower grid levels. When 
decentralized generators integrate electricity in low-voltage 
lines, conditions can change and the power flows in the 
direction of the transformer. In this case voltage levels  
increase at the end of a line shown in illustration 3. Voltage 
rise aggravates in practice if more and more distributed 
generators, especially in pastoral areas with mostly weak grids, 
are integrated. This barrier of insufficient grid capacity 
available for renewable energy is the main problem.2  

Illustration 3: voltage curve by integration of renewable energy in low voltage 
level                                                                                                        
(source: Fraunhofer ISE; wik consu                                                            
Studie für das Bundesministerium für Wirtschaft und 
Technologie (BMWi)) 

The integration of distributed energy producers seriously 
influences the operation of the whole grid and calls for new 
requirements of the mains operation. For example, in Germany 
the “Erneuerbaren-Energien-Gesetz” (EEG) requires the 
permanent input of available energy from distributed 
renewables plants. Thus central large power plants are forced 
to work in part load and have additional starts. These actions 
have negative effects on materials, efficiency, costs of 
generation and lead to additional input of fossil fuels and 

output of carbon dioxide.3  To avoid voltage rises, the grid has 
to be partly extended. The costs of grid reinforcement are often 
very high. The benefits of producing energy from renewable 
sources are often considered less important than the costs. 
Moreover, alternative power developers have highlighted that 
it is impossible to determine the available grid capacity so that 
they are unable to verify the technical and cost data of the grid 
connection presented to them by the grid operator. Furthermore, 
Distribution System Operators (DSO) are often linked to 
electricity generation companies. It is disputable whether such 
a DSO is fully objective towards independent renewable 
energy producers when the electricity generation company is 
involved in developing alternative energy programs. The 
insufficient transparency of grid connection causes long lead 
times to obtain grid connection authorization. Polls show that 
stakeholders’ perceptions of grid barriers per renewable energy 
source are very high.4 

 

IV. DECENTRALIZED GENERATION / FUTURE 
INTEGRATION 

The trend for additional energy supply systems (especially by 
using renewable sources) in the medium and low voltage level 
is highly visible. But to solve all mentioned barriers and to 
afford integration of renewable energy sources, many changes 
are necessary, including the configuration of an intelligent 
distributed electricity system as the most important alteration. 
However, there is no clear definition of this concept. In Europe 
it is called “decentralized generation”. Decentralized energy 
supply aims at generating the energy where it is required, or 
respectively consuming the energy where it is generated.  

It is necessary to supply the available energy – in particular 
supply-dependent renewable energy – to that load which at the 
moment of occurrence has the most urgent demand or is being 
used for the optimum purpose. Additionally, supply of an area 
has to be economically and ecologically optimized according 
to criteria which yet have to be specified.5 The character of a 
distribution grid will move from the pure allocation of 
electricity to the consumer to an orientation of the generation 
measured on the demand of the complete system due to the 
accession of distributed generation. Illustration 4 shows the 
modification of the whole grid. The main difference is the 
generation and integration of distributed producers in the 
medium and low voltage level and possible input of electricity 
in higher sections if the demand falls below the supply.6  
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Illustration 4: B.  HASCHE;  R  BARTH; D. J.  SWIDER                                        
(Verteilte Erzeugung im deutschen Energiesystem)                             
decentralized energy supply and the electricity direction                                           

To avoid interferences and overcharge in circuits, storage 
facilities such as accumulator systems, capacitors or 
compressed-air stores have to be developed and used.                                                                                                                        
This operation requires that network operators actively 
incorporate distributed generators in the grid management.                                  
Energy management can facilitate such interactions between 
different electricity levels. Functions like communication, 
information, control, metering, services, planning, optimization 
and forecast will be of high importance to manage the grid 
system error-free.7  

The integration of many decentralized generators can be 
concentrated in a “virtual plant” to increase the efficiency. 
Such projects contain the optimization of the energy mix of 
different renewable energy source characteristics in one area. 
This concentration of many small generators allows the supply 
of huge quantities of electricity by considering them as one 
large power plant. Such an integration of renewable energy 
sources not only supplies additional energy but is a part of the 
grid’s capacity. Virtual plants can also act as “microgrids” and 
work independently from the main grid. Such network 
expansions which are not grid-controlled do not aggravate 
mains power failure but help to hold the grid steady. Projects in 
this vein help to increase the total benefits from renewable 
generation and integration by smoothing and fullfillment of 
planning.8  

IV. SUMMARY 

Energy supply will pass through a technological change from a 
so far generation-dominated, security- and reserve-thinking 
centralized grid to a demand-oriented, economically-/  

Illustration 5: EU Research 2002                                                                                               

comparison of available grid systems 

ecologically-optimized decentralized grid with many 
distributed generators, especially using renewable energy 
sources. The plants have to be part of the grid system so that 
renewable sources do not only produce energy but are actively 
incorporated into grid management and capacity.                         
The allocation of technologies to store the excess electricity 
and control the different processes in the grid with adequate 
communication ports is one of the basic requirements for a 
better integration of alternative energy sources. A future task 
will be to find solutions for a better operation mode of large 
power plants, especially in part load so that the benefits of 
using renewable energy will not be lost because of low 
efficiency. If these conditions are achieved, the integration of 
alternative energy sources can help to stabilize the current grid 
in perturbations and do not aggravate the situation. 
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Solar potential of the Sahara Desert with an 
introduction to solar updraft power plants 

Stefanie Fiedermann, Jadranka Halilovic and Torsten Bogacz 

 
Abstract— Considering the rising energy demand, it is 

necessary to support new sources and possibilities for 
energy extraction. Renewable energies play a determining 
role. Amongst others, it is inescapable to regard 
geographic regions with extreme climatic circumstances. 
The desert Sahara has a huge potential of solar energy. Its 
dimension and climatic circumstances give cause to inspect 
those factors, which would permit solar power generation. 
An excellent way to use the premises is e.g. solar updraft 
power plants. 
 

Index Terms— Sahara, updraft, Renewable energy, 
solar potential, wind 

I. INTRODUCTION 
As a consequence of the rising worlds demand for electric 
energy it is necessary to use alternative possibilities to the 
conventional generation of electricity. 
The focal point is on the renewable energies. The sun plays a 
major role if its potential is used properly. It produces huge 
amounts of energy. In one hour it radiates enough energy to 
earth to cover the yearly energy demand of the whole world. If 
just 0.1 % of the solar energy would be used, the problems of 
energy supply could be solved (Figure 1). 
 

 
         
 
 
 
 
 
 
 
 
 
 
Fig. 1: yearly solar radiation on earth 
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The desert Sahara extends over nine million square kilometer 
and thus gets the most solar radiation in the world. [4] Due to 
the geographical position and the resulting low clouding the 
sunshine duration is very high. This leads to a long-time 
average of 4000 hours, or eleven hours of sunshine a day in 
the deserts heart. This number is shortened to 3285 hours per 
year (9 hours/day) on the outside margins. 
The sunshine hours of selected sunny meteorological stations 
in Germany are well below 2000 hours. [3] 
This huge potential of available solar power combined with 
the very low population density predestines the Sahara as a 
central location for the generation of electricity. The condition 
for this is the realization of the transfer of electric energy over 
long distances with a minimization of losses.  
One option for using the solar power is the solar updraft 
power plant. The typical build-up will be described below. 
In this power plant the sun heats up the air mass which is 
situated below the solar collector. Due to a central chimney 
occur differences of pressure. The following equalization of 
pressure generates up winds. One or more turbines produce 
electric energy as a result of the airflow. [1] 
This method of generating electricity was described by Isidoro 
Cabanyes for the first time in 1903. The pilot scheme in the 
1980’s should prove the technical feasibility as well as the 
efficiency for a period of years. 
 
 

II. GLOBAL AND LOCAL FACTORS 
Capabilities for the use of solar power are especially sunny 
regions. The generated electric energy, which gets along with 
almost no consumption, could be used primary for the own 
requirements of this region and later for the external trade by 
exporting this electricity. There is no necessity for fossil 
burning (coal, oil, gas) moreover the investment grows and a 
lot of jobs can be created. 
Especially developing countries would profit from work and 
energy. Furthermore the generation of updraft energy is 
environment-friendly and inexhaustible. 
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III. MODE OF OPERATION 
The mode of operation of updraft power plants is based on the 
three physical doctrines: greenhouse effect, chimney draft and 
transformation of kinetic energy. 
The build-up of such energy-producing facilities consists 
basically of three essential components. These are the solar 
collectors, the chimney and the turbines with generator and 
gear (Figure 2). 

 
 

Fig. 2: typical construction of a solar updraft power plant 
 
 
The solar radiation impacts on the solar collectors and on the 
water reservoir which heats up the air mass and the ground 
below. The consequence of this is a pressure difference 
between the chimney and the heat store. 
Through the lesser density of the warm air mass under the 
glass roof it rises up in the chimney. The Stack Effect 
intensifies the pull of more air mass.  
Due to these effects a continuous upwind is ensured for 
driving one or more turbines. The gear transmits the mechanic 
energy to the generator, which finally transforms it to electric 
energy. 
One big advantage of solar updraft power plants is the 
possibility of a 24/7 operation. This is possible because of the 
constant heat emission of the heat stores. These are realized by 
water tanks under the glass roof as well as heated ground. 
Therefore the heat, saved during the day, can be released in 
the night. This opportunity makes the operation possible 
during darkness and without fossil burning.  [2] 
 
 

IV. COMPONENTS OF SOLAR UPDRAFT 
 POWER PLANT 

a) Solar collectors 
This basic component of the solar updraft power plant consists 
of glass- and foil-cover and uses the greenhouse effect. For 
instance, a 200-megawatt disposition would need eight 
kilometers diameter of solar collector area and a 1000 metres 
tower. The warm air mass, which is the result of the heating 
under the glass-roof, flows radial through the collector 
towards the base of the chimney, where it rises up.  [1] 

 

b) Chimney 
The main task of the chimney is the conversion of the heat 
energy into kinetic energy. Furthermore, the chimney is an 
important constituent because the performance of solar 
updraft power plant depends largely on two factors: on the 
one hand the surface of collectors and on the other hand the 
height of the chimney. 
There are different solutions for the chimney construction 
(Figure 3), e.g. out of Ferro concrete or as a steel construction, 
which should be taken under consideration of the location.  
This is a crucial point, whether it is about the investment-
calculation or construction. The primary factors, which should 
take attention, are the wind- and climate-terms, but mainly the 
strength and commonness of earthquakes.  [1] 
 

 
 
Fig. 3: different kinds of chimney construction  
 

c) Turbine and generator 
By dint of turbines it is possible to detract the mechanical 
energy of the airflow.  
Several turbines fill the diameter of the chimney and are 
driven by the constant airflow in the chimney (updraft). 
Through the kinetic energy of the turbines a generator is 
provided which then converts the accrued energy into 
electricity.  [1] 
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Fig. 4: solar updraft power plant 
 
 
 

V. CONCLUSION 
The solar updraft power plant distinguishes through a simple 
concept in connection with a simple construction. The basic 
components consisting of collectors, turbines and chimney do 
not have to be newly developed, solely an adaptation and 
possibly advancement is necessary.  
 
Important assumptions for the operation of such power plant 
are a capacious surface for the collectors and long solar 
radiation. This can be warranted in areas like the Sahara desert 
e.g. another advantage of the Sahara location is the closeness 
to Europe. Considering the fact of the high energy demand in 
Europe, the EU states could be potential electricity importer. 
Therefore, it is certainly fundamental that low-loss energy 
transfer is assured.  
By achieving the mentioned requirements, the solar updraft 
power plant could develop into an environmentally friendly 
power generation alternative and become an important 
economic factor in an economically underdeveloped region. 
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Abstract- Solar radiation is characterized by short fluctuations 
introduced by passing clouds. These solar fluctuations will 
produce Voltage and power fluctuations at the PCC (Point of 
common coupling). Flicker level should be evaluated by using a 
flickermeter according to the standard IEC 61000-4-15. Models of 
the solar fluctuation, photovoltaic modules and power converter 
are shown in this paper and the flickermeter model is tested 
according to the IEC requirements and the CIGRE/CIRED/UIE 
test protocol. 
 

Index Terms – Power quality, Flicker, PV. 
 

I. INTRODUCTION 

Due to the increasing penetration of distributed generation in 
electric power systems, power quality is becoming of crucial 
importance for the further deployment of renewable generation. 

The irregular solar radiation is considered to be one of the 
main drawbacks of the large-scale application of photovoltaic 
(PV) in distribution networks. Moving clouds can produce fast 
and short irradiance fluctuations, which can produce voltage 
fluctuations in power networks. This effect is more important 
in weak residential and rural grids with high series resistance.  

Flicker is defined as the impression of fluctuating brightness 
or color, occurring when the frequency of observed variation 
lies between a few hertz and the fusion frequency of images 
according to the IEEE standard dictionary of electrical and 
electronic terms (IEEE standard 100-1977). The flicker level is 
dependent on the amplitude of the voltage fluctuation, their 
frequency, and the shape of the waveform. All types of voltage 
fluctuations may be assessed by direct measurement using a 
Flickermeter, which complies with the specification given in 
IEC-61000-4-15 [1].  

A test protocol is proposed by the CIGRE/CIRED/UIE 
voltage quality working group [2] to characterize the 
performance of existing flicker meters in the field. 

In this paper, voltage fluctuation in power networks with 
photovoltaic energy sources will be analyzed and a 
flickermeter model will be used for the evaluation of the flicker 
assessment under sunny and cloudy situations. 

 

II. DESCRIPTION OF THE MODEL 

The scheme used for the implementation of the model is 
shown in Fig. 1. 
 

 

Figure. 1. Block diagram of the whole system. 
 

A. Climatology 

 
This block represents the effect that weather has on the PV 

generation. The outputs of this block are solar radiation G 
(W/m2) and temperature T (ºC). Previous studies modeled this 
effect on photovoltaic panels [3], [4]. The effect of sunlight on 
a PV and its connection to the network through a converter is 
simulated in [5]. The purpose of all these studies is to calculate 
the Maximum Power Point Tracking (MPPT) to get the most 
use of the solar resource for getting maximum power 
production. 

 
In this study, different weather scenarios will be taken into 

account. Such as the presence of solar radiation to a greater or 
lesser intensity depending on time, day and season or the 
presence of darkness caused by obstacles, clouds or other 
elements. 

B. Photovoltaic module. PV 

 
This block defines the characteristics of solar cells and their 

interconnection to the power network. 
Some authors have used a model of solar cell consisting of 

five parameters [3], [5] that allow obtaining the inherent non-
linear current voltage (I-V) relationship of a typical PV cell. To 
obtain the curves we use the features provided by the modules 
manufacturers. In this study the model of the solar cell shown 
in Fig.2 will be used. 

In the presence of solar radiation, the diode (D) produces a 
current called Isc (Short-circuit current). This current is 
directly proportional to the solar radiation on the cell. Cell 
works as a diode. During darkness the solar cell is not an active 
device. 

A control method for calculating the MPPT point will be 
applied. This model will allow obtaining the current Idc and 
the voltage Vdc, of the PV in these conditions. 
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Figure. 2.  Equivalent circuit model of a solar cell. 

C. Converter DC/AC 

 
This block contains a voltage converter from the PV voltage 

Vdc to the Vac that is injected to the power network. For the 
connection to the network it is necessary to use a power 
transformer at the PCC (Point of Common Coupling). Both are 
included in this block. 

 

D. Flickermeter model  

 
The flickermeter model [1] is composed by the following 5 
blocks: 
 
• Block 1: Input voltage adaptor 

This block includes a voltage adapting circuit that scales 
the RMS value of the input voltage down to an internal 
reference level. 
 

• Block 2: Squaring 
This block simulates the squaring part of the lamp model. 
The lamp model consists of a squaring function and a low 
pass filter function. 
 

• Block 3: Filtering 
a) Demodulator filter 
The demodulator filter consist of a first order high pass 
filter for suppressing the direct current component and a 
low pass filter for suppressing all components equal to or 
greater than the fundamental frequency of the carrier 
voltage. 
b)  Weighting filter 
The weighting filter simulates the frequency response of a 
coiled coil filament gas filled lamp and the human visual 
system. The transfer function is of the following type: 
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Where s is the Laplace complex variable and the constant 
values are given in [1]. 
 

• Block 4: Variance estimator 
This block, called non-linear variance estimator, is 
composed by a squaring multiplier and a first order low 
pass filter with a time constant of τ = 300ms. The purpose 
of this block is to simulate the storage effect of the human 
brain. The time signal at the output of block 4 represents 
the instantaneous flicker sensation, Pinst,max. 
 

• Block 5: Statistical analysis 
Block 5 basically represents a statistical method that 
classifies and computes the short term Flicker level Pst. 
 

In this study, the flickermeter model will be used to obtain 
flicker level (Pst) at the PCC where both the photovoltaic plant 
and the residential area are connected. 

 

III.  EXPERIMENTAL RESULTS 

 The current version of IEC61000-4-15 [1] specifies a 
performance test limited to a set of rectangular voltage 
fluctuations. The CIGRE/CIRED/UIE Joint Working Group on 
Voltage Quality has defined several different test voltage 
patterns [2], (seeTable I). 
 

The additional tests with specific voltage fluctuation patterns 
are introduced with the goal to standardize the technical 
implementation of Flickermeters. In comparison tests it was 
shown that commercial Flickermeters connected in parallel to 
the same voltage source with arbitrarily selected voltage 
fluctuation patterns, yielded substantially different Pst values, 
even though all Flickermeter manufacturers claimed that their 
products meet the voltage fluctuation tests specified in IEC 
61000-4-15 [1]. 
 
A. Test #1: Rectangular Voltage Modulation Performance. 
 
For all voltage fluctuations tabulated in Table II the flicker 
severity indicator Pst must be within the range of Pst = 
1.000⋅(1.00 ±5%). Test that did not pass the Test Protocol are 
green marked. 

TABLE I 

Summary of Test Protocol 

Category Test Excitation Signal Output 

IEC 61000-4-15 

1 Rectangular fluctuation Pst 

2 Rectangular fluctuation Pinst,max 
3 Sinusoidal fluctuation Pinst,max 

No Influence test 
 

4 Frequency variation Pst 

5 High Frequency Pinst,max 
6 Linearity Pst 

Influence test 

7 Single Interharmonic Pinst,max 
8 Harmonic-Interharmonic Pairs Pinst,max 
9 Phase Jump Pst 
10 Interruptions Pst t 

Complex 
Systematic 

11 
Wood Chipper pattern 
Rolling Mill pattern 
Arc Furnace pattern 

Pst 
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TABLE II 

Results for Test #1 

Rectangular  
changes per  
minute 

Pst results Pst results 

120-V lamp 
60 Hz 
system 

230-V lamp 50 Hz 
system 

120-V 
lamp 50 
Hz 
system 

230-V 
lamp 60 
Hz 
system 

1 0.9999 0.9830 1.0015 0.9827 
2 1.0135 1.0170 1.0137 1.0155 
7 0.9758 0.9804 0.9864 0.9795 
39 0.9911 0.9933 0.9917 0.9947 
110 0.9952 0.9923 1.0010 0.9927 
1620 0.9957 0.9972 0.9964 0.9968 

4000 
Test not 
required 

1.2385 1.2383 
Test not 
required 

4800 1.0573 Test not required 
Test not 
required 

1.0575 

Note: 1620 rectangular changes per minute corresponds to a rectangular square 
wave modulation frequency of 13.5 Hz. 

 

TABLE III 

Results for Test #2 

Hz 
Pst results Pst results 

120-V lamp 60 
Hz system 

230-V lamp 50 
Hz system 

120-V lamp 50 
Hz system 

230-V lamp 60 
Hz system 

0.5 0.9960 0.9902 0.9958 0.9905 
3.5 0.9985 0.9919 0.9962 0.9902 
8.8 1.0031 0.9933 1.0006 0.9948 
18 0.9993 0.9872 0.9894 0.9937 
21.5  0.9876   
22 0.9950   0.9874 
25  0.9993 1.005  
25.5 0.9939   0.9877 
28  1.0325 1.0391  
30.5  1.0548 1.0530  
33+1/3 1.0440 0.7194 1.5428 1.0246 
37 0.9956   0.9990 
40 1.1231   1.1186 

 

TABLE IV 

Results for Test #3 

Hz 
Pst results Pst results 

120-V lamp 60 
Hz system 

230-V lamp 50 
Hz system 

120-V lamp 50 
Hz system 

230-V lamp 60 
Hz system 

0.5 0.9996 0.9939 0.9996 0.5304 
1.5 0.9999 0.9934 0.9999 0.9934 
8.8 0.9999 0.9937 1.0000 0.9937 
20   1.0012 0.9920 
25 0.9926 1.0040   
33+1/3 1.0518 1.5310 1.5427 1.0450 
40 1.1311   1.1244 

TABLE V 

Results for Test #4 

Power frequency (Hz) Pst 
49 0.9925 

49.5 0.9926 
50.5 0.9956 
51 0.9948 

 

 

TABLE VI 

Results for Test #6 

Pst results  

120-V lamp 60 Hz 
system 

230-V lamp 50 Hz 
system 

Pst = (1.00 ± 0.05)*(ɤ) ± 
0.1 

0.1917 0.1905 0.2 ± 0.1 
1.9912 1.9852 2 ± 0.1 
4.9547 4.9587 5 ± 0.1 
9.9363 9.9324 10 ± 0.1 
19.773 19.74 20 ± 0.1 

 
B. Test #2: Normalized Response for Rectangular Voltage 

Fluctuations.  
This test is to verify that the voltage modulation levels, for a 
maximum instantaneous value Pinst,max of 1.00 are within a 
tolerance of ± 0.05 of the voltage modulation percentages 
given in IEC 61000-4-15. Table III shows the results for Test 
#2. 

 
C. Test #3:Normalized Response  for  Sinusoidal  Voltage 

Fluctuations.  
To perform a further evaluation of flickermeter 
implementations, sinusoidal modulation tests points have been 
defined in IEC 61000-4-15, Amendment 1 Table 1. Test #3 is 
to verify that the voltage modulation levels for a maximum 
instantaneous value Pinst max of 1.00 are within a tolerance of 
+/- 5% of the voltage modulation percentages given in IEC 
61000-4-15,Amendment 1 Table 1.  Table IV shows the results 
for Test #3. 
 
D. Test #4: Power Frequency  Variation.  
 The purpose of this test is to verify that a steady state 
frequency, within a specified tolerance of the nominal 
frequency, does not result in light flicker. A test point passes if 
the result is Pst of 1.00 ± 0.05. Table V shows the results for 
Test #4. 
 
E. Test #6: Linearity. 
 This test will show whether the measured Pst has a linear 
relationship to the amplitude of the voltage fluctuations in the 
range 0.2 to 20.Table VI shows the results for Test #6. 

IV.  CONCLUSIONS. 

In this paper, a detailed model of the flickermeter according 
to the IEC 61000-4-15 has been shown. The flickermeter 
model fulfils the requirements defined in the IEC 61000-4-15 
standard. Additionally, it has been tested under additional tests 
defined in the CIGRE/CIRED/UIE test protocol. 

Once the flickermeter model has been validated, it will be 
used for evaluating the flicker severity and the voltage 
fluctuations produced by photovoltaic energy sources. 

Research studies have proved that irregular solar irradiation 
caused by cloud movement can produce voltage and power 
fluctuation from PV sources. For voltage fluctuation and 
flicker assessment is necessary to use a flickermeter such as the 
one shown in this paper. 
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PRZEDSIĘBIORSTWO ENERGETYKI CIEPLNEJ 

SP. Z O.O. W JELENIEJ GÓRZE 

 Municipal Heat Supply Company (PEC) Ltd. in Jelenia Góra is a local leader and a main supplier

of the system heat in the city.  The company is also providing services associated with the sales

and consulting in the field of electric energy and  specialist repair and maintenance services. 

PEC offer is based on the long-term practice and the specialist know-how of employees and

experience acquired in cooperation with customers, allows achieving goals using the most

economic solutions. 

 

Experience and knowledge: 

-  qualified professionals

-  the production, distribution and sale of the thermal energy, electric and of technological

   steam 

 - providing special services

 

Technology:  

- preinsulated piping  

- weather automation 

- radio meter reading 

 

Ecology: 

- cogeneration 

- limiting of greenhouse gas emission 

- reducing network losses 

 

Local activities: 

- Sponsor of the education and culture

  in the region 

- Fair Play Company

  

Future: 

- growth in production of the electric energy 

- investments in infrastructure 

- development of the renewable sources of energy  

 

     PEC Jelenia Góra – safe and trusted partner in the field of heating technologies. 

More informations on our webpage: www.pecjg.pl. Welcome. 
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Founded in 1949, the Institute of Power Systems Automation Ltd. is an independent
research and development organisation specialising in automated control and
monitoring syastems for the electricity industry.

51-618 Wrocław; ul.Wystawowa1;

POLAND

Tel. +48-071-348 42 21

Fax +48-071-348 21 83

www.iase.wroc.p
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